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Abstract. We prove that if G and H are finite metacyclic groups with isomorphic rational group algebras

and one of them is nilpotent, then G and H are isomorphic.

1. Introduction

The following general problem has been largely studied since the seminal work of Graham Higman [Hig40a,
Hig40b] and the influential paper of Richard Brauer [Bra51]:

The Isomorphism Problem for Group Rings: Given R a commutative ring and G
and H groups, does RG and RH being isomorphic as R-algebras implies that G and H are
isomorphic as groups?

Suppose that G and H are finite abelian groups. Higman proved that if ZG ∼= ZH, then G ∼= H. This
fails if R = C because if G and H are finite abelian group with the same order, then CG ∼= CH. However,
by a theorem of Perlis and Walker QG ∼= QH implies G ∼= H [PW50]. If now G and H are finite metabelian
groups, then still we have that ZG ∼= ZH implies G ∼= H [Whi68]. However, Dade showed two finite
metabelian groups G and H such that kG and kH are isomorphic as algebras for every field k [Dad71].

Observe that if ZG ∼= ZH, then RG ∼= RH for every ring R. This explain why the positive results for the
case where R = Z are more likely than for any other ring. Likewise positive results are more likely in a prime
field than in any other field with the same characteristic. For a while it was expected that the Isomorphism
Problem for Integral Group Ring may have a general positive answer at least for finite groups. However
Hertweck showed two non-isomorphic solvable groups G and H such that ZG ∼= ZH and hence RG and RH
are isomorphic for every ring R [Her01].

The aim of this paper is to contribute to the Isomorphism Problem for Group Rings with rational coeffi-
cients. The contrast between Perlis-Walker Theorem and the example of Dade suggests considering the class
of metacyclic groups. The main result of the paper is the following, where πG denotes the set of primes p
for which G has a normal Hall p′-subgroup:

Theorem A. Let G and H be two metacyclic finite groups such that QG ∼= QH. Then πG = πH and the
Hall πG-subgroups of G and H are isomorphic.

As a direct consequence of Theorem A we obtain the following:

Corollary B. If G and H are finite metacyclic groups with QG ∼= QH and G is nilpotent, then G ∼= H.

In Section 2 we introduce the main notation of the paper and review some known results. In Section 3
we prove Theorem A for p-groups, and in Section 4 we prove the whole theorem.

Observe that in Theorem A and Corollary B it is not sufficient to assume that only one of the two groups
G or H is metacyclic because the following groups〈

a, b|ap
2

= bp = 1, ab = a1+p
〉
, 〈a, b|ap = bp = [b, a]p = [a, [b, a]] = [b, [b, a]] = 1〉 ,
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have isomorphic rational group algebras while the first group is metacyclic and the second one is not.

2. Notation and preliminaries

2.1. Number theory

We adopt the convention that 0 6∈ N and prime means prime in N. Let n ∈ N. Then ζn denotes a complex
primitive n-th root of unity and π(n) denotes the set of prime divisors of n. If p is prime, then np denotes
the greatest power of p dividing n and vp(n) = logp(np). Moreover vp(0) =∞. If π is a set of primes, then
nπ =

∏
p∈π np. If m ∈ Z with gcd(m,n) = 1, then on(m) denotes the multiplicative order of m modulo n,

i.e. the smallest positive integer k with mk ≡ 1 mod n.
If A is a finite set, then |A| denotes the cardinality of A and π(A) = π(|A|).
If x ∈ Z \ {0}, then we denote:

S (x | n) =

n−1∑
i=0

xi =

{
n, if x = 1;
xn−1
x−1 , otherwise.

The notation S (x | n) occurs in the following statement:

(2.1) If g−1hg = gx with g and h elements of a group, then (hg)n = hngS(x|n).

The following lemma collects some properties of the operator S (− | −).

Lemma 2.1. Let p be a prime, R ∈ Z, m ∈ N and a = vp(R− 1) ≥ 1. Then

(1) vp(R
m − 1) =


vp(R− 1) + vp(m), if p 6= 2 or a ≥ 2;

vp(R+ 1) + vp(m), if p = 2, a = 1 and 2 | m;

1, otherwise.

(2) opm(R) =


pmax(0,m−vp(R−1)), if p 6= 2 or a ≥ 2;

1, if p = 2, a = 1 and m ≤ 1;

2max(1,m−v2(R+1)), otherwise.

(3) Suppose that a ≤ m and if p = 2, then a ≥ 2. Then the following hold:
(a) {Rx + pmZ : x ≥ 0} = {1 + ypa + pmZ : 0 ≤ y < pm−a}.
(b) If n ∈ N and n ≡ kpm−a mod pm, then

S (R | n) ≡

{
n+ k2m−1 mod 2m, if p = 2 and m > a;

n mod pm, otherwise.

Proof. See [GBdR23, Lemma 2.1] and [BGLdR23, Lemma 8.2]. �

We will need the following formula:

n∑
d=0

d2d =

n∑
d=0

d−1∑
i=0

2d =

n−1∑
i=0

2i+1
n∑

d=i+1

2d−i−1 =

n−1∑
i=0

2i+1
n−i−1∑
j=0

2j =

n−1∑
i=0

2i+1(2n−i − 1)

= n2n+1 − 2

n−1∑
i=0

2i = n2n+1 − 2(2n − 1) = (n− 1)2n+1 + 2.

(2.2)

Recall that if R,n ∈ N with gcd(R,n) = 1 and i ∈ Z, then the R-cyclotomic class modulo n containing i is
the subset of Z formed by the integers j such that j ≡ iRk mod n for some k ≥ 0. The R-cyclotomic classes
module n form a partition of Z and each R-cyclotomic class modulo n is a union of cosets modulo n. More
precisely, if i and j belong to the same R-cyclotomic class, then gcd(n, i) = gcd(n, j) and, if d = n

gcd(n,i) , then

the R-cyclotomic class module n containing i is the disjoint union of i + nZ, iR + nZ, . . . , iRod(R)−1 + nZ.
Therefore the number of R-cyclotomic classes module n is

(2.3) CR,n =
∑
d|n

ϕ(d)

od(R)
.

We will need a precise expression of this number for the case where n is a power of p and R ≡ 1 mod p.
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Lemma 2.2. Let p be a prime and R,m ∈ N with R ≡ 1 mod p. Then the number of R-cyclotomic classes
modulo pm is

CR,pm =


pm, if m ≤ vp(R− 1);

1 + 2m−1, if p = 2 and 2 ≤ m < v2(R+ 1);

1 + 2v2(R+1)−1(1 +m− v2(R+ 1)), if p = 2 and 2 ≤ v2(R+ 1) ≤ m;

pvp(R−1)−1(p+ (p− 1)(m− vp(R− 1))), otherwise.

Proof. If m ≤ vp(R − 1), then od(R) = 1 for every divisor d of m and hence every R-cyclotomic class
module pm is formed by one coset modulo pm. Therefore, in that case CR,pm = pm. Suppose otherwise that
m > vp(R− 1).

Suppose that either p is odd or p = 2 and R ≡ 1 mod 4. Using Lemma 2.1.(2) and (2.3) we have

CR,pm =

m∑
k=0

ϕ(pk)

pmax(0,k−vp(R−1))
= 1 + (p− 1)

vp(R−1)∑
k=1

pk−1 +

m∑
k=vp(R−1)+1

pvp(R−1)−1


= pvp(R−1) + (p− 1)(m− vp(R− 1))pvp(R−1)−1 = pvp(R−1)−1(p+ (p− 1)(m− vp(R− 1))).

Otherwise, p = 2 and R ≡ −1 mod 4. Then 2 ≤ v2(R + 1) and 1 = v2(R − 1) < m. Using now

Lemma 2.1.(2) and (2.3) we have CR,2m = 2 +
∑m
k=2

ϕ(2k)

2max(1,k−v2(R+1)) Thus, if m < v2(R+ 1), then CR,2m =

2 +
∑m
k=2 2k−2 = 1 + 2m−1. Otherwise, i.e. if m ≥ v2(R+ 1), then

CR,2m = 2 +

v2(R+1)∑
k=2

2k−2 +

m∑
k=v2(R+1)+1

2v2(R+1)−1 = 1 + 2v2(R+1)−1 + (m− v2(R+ 1))2v2(R+1)−1

= 1 + 2v2(R+1)−1(1 +m− v2(R+ 1)).

�

2.2. Group theory

By default all the groups in this paper are finite. We use standard notation for a group G and g, h ∈ G:
Z(G) = center of G, G′ = commutator subgroup of G, Aut(G) = group of automorphisms of G, |g| = order
of g, gh = g−1hg, [g, h] = g−1gh. The notation H ≤ G and N EG means that H is a subgroup of G and N
is a normal subgroup of G. If H is a subgroup, then [G : H] denotes index of H in G, NG(H) the normalizer
of H in G and CoreG(H) the core of H in G, i.e. the greatest subgroup of H that is normal in G.

If π is a set of primes, then gπ and gπ′ denote the π-part and π′-part of g, respectively. When p is a prime
we rather write gp and gp′ than g{p} and g{p′}.

Let m be a positive integer. We let Cm denote a generic cyclic group of order m. For an integer x
coprime with m, let αx denote the automorphism of Cm given by αx(a) = ax for every a ∈ A and σx
the automorphism of Q(ζm) given by σx(ζm) = ζxm. Then x 7→ αx and x 7→ σx define isomorphisms
α : Z∗m → Aut(Cm) and σ : Z∗m → Gal(Q(ζm)/Q), where Z∗m denotes the group of units of Z/mZ. We are
abusing the notation by treating elements of Z∗m as integers. In particular, αx 7→ σx defines an isomorphism
Aut(Cm)→ Gal(Q(ζm)/Q). We abuse the notations by considering the latter as an identification so that if
Γ is a subgroup of Aut(Cm), then

Q(ζm)Γ = {a ∈ Q(ζm) : σx(a) = a for all αx ∈ Γ},

the Galois correspondent of Γ considered as a subgroup of Gal(Q(ζm)/Q).

2.3. Finite metacyclic p-groups

Finite metacyclic groups were classified by Hempel [Hem00]. Previously the finite metacyclic p-groups
were classified by several means [Zas99, Lin71, Hal59, Bey72, Kin73, Lie96, Lie94, NX88, Réd89, Sim94].
For our purpose we need the description of the finite metacyclic groups in terms of group invariants given
in [GBdR23] for the special case of p-groups. More precisely when [GBdR23, Corollary 4.1] is specialized to
finite metacyclic p-groups one obtains the following:
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Theorem 2.3. Let p be a prime integer. Then every finite metacyclic p-group is isomorphic to a group
given by the following presentation

Pp,µ,ν,σ,ρ,ε =
〈
a, b | ap

µ

= 1, bp
ν

= ap
σ

, ba = aε+p
ρ
〉
.

for unique non-negative integers µ, ν, σ and ρ and a unique ε ∈ {1,−1} satisfying the following conditions:

(A) ρ ≤ µ, if µ ≥ 1, then ρ ≥ 1 and, if p = 2 ≥ µ, then ρ ≥ 2.
(B) If ε = 1, then ρ ≤ σ ≤ µ ≤ ρ+ σ and σ ≤ ν.
(C) If ε = −1, then

(a) p = 2 ≤ ρ ≤ µ, ν ≥ 1, µ− 1 ≤ σ ≤ µ ≤ ρ+ ν 6= σ and
(b) if 2 ≥ ν and 3 ≥ µ, then ρ ≤ σ,

2.4. Wedderburn decomposition of rational group algebras

If A is a finite dimensional central simple F -algebra for F a field, then Deg(A) denotes the degree of A,
i.e. dimF A = Deg(A)2 (cf. [Pie82]).

Let F/K be a finite Galois field extension and let G = Gal(F/K). Let U(F ) denotes the multiplicative
group of F . If f : G×G→ U(F ) is a 2-cocycle, then (F/K, f) denotes the crossed product

(F/K, f) =
∑
α∈G

tαF, xtα = tαα(x), tαtβ = tαβf(α, β), (x ∈ F, α, β ∈ G).

It is well known that (F/K, f) is a central simple K-algebra and, if g is another 2-cocycle, then (F/K, f)
and (F/K, g) are isomorphic as K-algebras if and only if gf−1 is a 2-coboundary. Therefore, if f ∈ H2(G,F )
is represented by the coboundary f , then we denote (F/K, f) = (F/K, f).

If G is cyclic of order n generated by α, and a ∈ U(K), then there is a cocycle f : G×G→ U(K) given
by

f(αi, αj) =

{
1, if 0 ≤ i, j, i+ j < n;

a, if 0 ≤ i, j < n ≤ i+ j.

Then the crossed product algebra (F/K, f) is said to be a cyclic algebra, it is usually denoted (F/K,α, a)
and it can be described as follows:

(F/K,α, a) =

n−1∑
i=0

uiF = F [u | xu = uα(x), un = a].

If A is a semisimple ring, then A is a direct sum of central simple algebras. This expression is called the
Wedderburn decomposition of A and its simple factors are called the Wedderburn components of A. The
Wedderburn components of A are the direct summands of the form Ae with e a primitive central idempotent
of A.

Let G be a finite group. Then QG is semisimple and the center of each component A of QG is isomorphic
to the field of character values Q(χ) of any irreducible character χ of G with χ(A) 6= 0. It is well known that
Q(χ) is a finite abelian extension of Q inside C and henceforth it is the unique subfield of C isomorphic to
Q(χ). We will abuse the notation and consider Z(A) as equal to Q(χ).

An important tool for us is a technique to describe the Wedderburn decomposition of QG introduced
in [OdRS04]. See also [JdR16, Section 3.5]. A closely related method to compute the primitive central
idempotents of group algebras of finite solvable groups was introduced by S.D. Berman (see [Ber52, Ber55,
Ber56] and [KP21]). We recall here its main ingredients.

If H is a subgroup of G, then Ĥ denotes the element |H|−1
∑
h∈H h of the rational group algebra QG. It

is clear that Ĥ is an idempotent of QG and it is central in QG if and only if H is normal in G.
Let N be a normal subgroup of G. Then the kernel of the natural homomorphism QG → Q(G/N) is

QG(1−N̂) =
∑
n∈N\1 QG(n−1). Therefore QG = QGN̂⊕QG(1−N̂) and Q(G/N) ∼= QGN̂ . Thus Q(G/N)

is isomorphic to the direct sum of the Wedderburn components of QG of the form QGe with e a primitive

central idempotent of QG with eN̂ = e.
We denote

ε(G,N) =

{
Ĝ, if G = N ;∏
D/N∈M(G/N)(N̂ − D̂), otherwise.
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where M(G/N) denote the set of minimal normal subgroups of G. Clearly ε(G,N) is a central idempotent
of QG.

If (H,K) is a pair of subgroups of G with K EH, then we denote

e(G,H,K) =
∑

gCG(ε(H,K))∈G/CG(ε(H,K))

ε(H,K)g.

Observe that e(G,H,K) belongs to the center of QG. If moreover, ε(H,K)gε(H,K) = 0 for every g ∈
G \ CG(ε(H,K)),, then e(G,H,K) is an idempotent of QG.

A strong Shoda pair of G is a pair (H,K) of subgroups of G satisfying the following conditions:

(SS1) K ⊆ H ENG(K),
(SS2) H/K is cyclic and maximal abelian in NG(K)/K,
(SS3) ε(H,K)gε(H,K) for every g ∈ G \ CG(ε(H,K)).

Remark 2.4. Suppose that (H,K) is a strong Shoda pair of G and let m = [H : K] and N = NG(K).
Then H/K ∼= Cm and the action of N by conjugation on H induces a faithful action of N/H on Q(ζm).
More precisely, if n ∈ N , then hnK = αr(hK) for some integer r, with gcd(r,m) = 1. The map nH → σr
defines an injective homomorphism α : N/H → Aut(Q(ζm)). Let FG,H,K = Q(ζm)Im α. Then we have a
short exact sequence [JdR16, Theorem 3.5.5]:

1→ H/K ∼= 〈ζm〉 → N/K → N/H ∼= Gal(Q(ζm)/FG,H,K)→ 1,

which induces an element f ∈ H2(N/H,Q(ζm)). More precisely from an election of a set of representatives
{cu : u ∈ N/H} of H cosets in N , we define f(u, v) = ζkm if cucv = cuvh

k. This defines an element of
H2(N/H,Q(ζm)) because another election yields to another 2-cocycle differing in a 2-coboundary. Associated
to f one has the crossed product algebra

A(G,H,K) = (Q(ζm)/FG,H,K , f) = ⊕u∈N/HtuQ(ζm),

xtu = tuσu(x), tutv = tuvf(u, v), (x ∈ Q(ζm), u, v ∈ N/K).

Proposition 2.5. [OdRS04, Proposition 3.4] [JdR16, Theorem 3.5.5] Let (H,K) be a strong Shoda pair of
G and let m = [H : K], n = [G : NG(K)] and e = e(G,H,K). Then e is a primitive central idempotent
of QG and QGe ∼= Mn(A(G,H,K)). Moreover, Deg(QGe) = [G : H], Z(QGe(G,H,K)) ∼= FG,H,K and
{g ∈ G : ge = e} = CoreG(K).

In the particular case where G is metabelian all the Wedderburn components of QG are of the form
A(G,H,K) for some special kind of strong Shoda pairs of G. More precisely we have the following (see
[OdRS04, Theorem 4.7] or [JdR16, Theorem 3.5.12]):

Theorem 2.6. Let G be a finite group and let A be a maximal abelian subgroup of G containing G′. Then
every Wedderburn component of QG is of the form QGe(G,H,K) for subgroups H and K satisfying the
following conditions:

(1) H is a maximal element in the set {B ≤ G : A ≤ B and B′ ≤ K ≤ B}.
(2) H/K is cyclic.

Moreover every pair (H,K) satisfying (1) and (2) is a strong Shoda pair of G and hence QGe(G,H,K) ∼=
Mn(A(G,H,K)) with n = [G : NG(K)].

Suppose that G is a finite metacyclic group and let A be a cyclic normal subgroup of G with G/A cyclic.
Then every Wedderburn component of QG is of the form QGe(G,H,K) for (H,K) be subgroups of G
satisfying the conditions of Theorem 2.6. Then, NG(K)/H is cyclic, say generated by uH, and of order
k. Moreover, H/K is cyclic, say generated by aK, and normal in NG(K)/K so that (aK)uK = axK and
(uK)k = ay for some integers x and y. By Proposition 2.5 we have

(2.4) A(G,H,K) ∼= (Q(ζm)/F, σx, ζ
y
m) = Q(ζm)[u | ζmu = uζxm, u

k = ζym].

2.5. Tools for the Isomorphism Problem for group rings

In this subsection we recall two results relevant for the Isomorphism Problem for rational group algebras.
The first one is a well known result of Artin which tell us what is the number of Wedderburn components of
a rational group algebra. See [CR62, Corollary 39.5] or [JdR16, Corollary 7.1.12]
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Theorem 2.7 (Artin). If G is a finite group, then the number of Wedderburn components of QG is the
number of conjugacy classes of cyclic subgroups of G.

The second one is a consequence of the Perlis-Walker Theorem.

Theorem 2.8. If G and H are finite groups with QG ∼= QH, then G/G′ ∼= H/H ′.

Proof. Let A(G) denote the kernel of the natural homomorphism QG → Q(G/G′). Then A(G) is a the
smallest ideal I of QG such that (QG)/I is commutative. In particular, if f : QG→ QH is an isomorphism,
then f(A(G)) = A(H) and therefore f induces an isomorphism Q(G/G′) ∼= Q(H/H ′). Then G/G′ ∼= H/H ′,
by the Perlis-Walker Theorem [PW50]. �

3. The Isomorphism Problem for finite metacyclic p-groups

In this section p is a prime and we prove that the Isomorphism Problem for rational group algebras has
positive solution for finite metacyclic p-groups.

All throughout G is a finite metacyclic p-group. By Theorem 2.3, G ∼= Pp,µ,ν,σ,ρ,ε for unique non-negative
integers µ, ν, σ and ρ and unique ε ∈ {1,−1} satisfying conditions (A)-(C).

The proof of the main result of this section relies in five technical lemmas.

Lemma 3.1. Suppose that ε = 1 and µ > 0. Let 0 ≤ d < ν and for every 1 ≤ i ≤ pµ set

li =

{
2σ + i(2ν−d + 2µ−1), if p = 2 - i and µ = ν + ρ;

pσ + ipν−d, otherwise;

ki = min(µ, vp(li)) and hi = min(ki, ρ+ d, ρ+ vp(i)).

Then
〈
bp
d

ai
〉

and
〈
bp
d

aj
〉

are conjugate in G if and only if i ≡ j mod phi . In that case, ki = kj and

hi = hj.

Proof. As µ > 0, by condition (A), we also have ρ > 0. Let R = 1 + pρ. By Lemma 2.1.(1) we have

vp(R
pd − 1) = d + ρ and by condition (B) we have µ − (d + ρ) ≤ ν − d. Hence, applying Lemma 2.1.(3b)

with a = d+ ρ and m = ν + ρ > a we obtain the following for every k ∈ N:

S
(
Rp

d

| kpν−d
)

=

{
k2ν+d + k2ν+ρ−1 mod 2ν+ρ, if p = 2;

kpν+ρ, if p 6= 2.

Then

(3.1) S
(
Rp

d

| kpν−d
)
≡

{
k2ν−d + k2µ−1 mod 2µ, if p = 2, and µ = ν + ρ;

kpν−d mod pµ, otherwise.

Moreover ab
pd

= aR
pd

and hence, by (2.1) we have

(3.2) (bp
d

ai)p
ν−d

= bp
ν

a
iS

(
Rp

d
|pν−d

)
= a

pσ+iS
(
Rp

d
|pν−d

)
= ali .

Suppose that
〈
bp
d

ai
〉

and
〈
bp
d

aj
〉

are conjugate in G. Then there are integers x, y, u with p - u such that

bp
d

aj = ((bp
d

ai)u)b
yax . In particular bp

d 〈a〉 = bup
d 〈a〉 and therefore u ≡ 1 mod pν−d. Write u = 1 + vpν−d.

Then
(bp

d

ai)u = bp
d

ai(bp
d

ai)vp
ν−d

= bp
d

ai+vli .

Hence

bp
d

aj = (bp
d

ai+vli)b
yax = bp

d

a(i+vli)R
y+x(1−Rp

d
).

On the other hand, Ry = 1 + Y pρ for some integer Y . Then

j ≡ i+ iY pρ + vliR
y + x(1−Rp

d

) ≡ i mod phi ,

because hi = min(ki, ρ+ d, r + vp(i)) = min(µ, vp(li), vp(1−Rp
d

), ρ+ vp(i)).
Conversely suppose that j ≡ i mod phi and consider the four possibilities for hi separately. Of course, if

hi = µ, then bp
d

ai = bp
d

aj . Suppose that hi = ρ+ d. Then hi = vp(1−Rp
d

), by Lemma 2.1.(1). Therefore

there is an integer x such that j ≡ i + x(1 − Rpd) mod pµ, and hence (bp
d

ai)a
x

= bp
d

ai+x(1−Rp
d

) = bp
d

aj .
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Assume that hi = ki = vp(li). Then j ≡ i + vli mod pµ for some v ∈ N. Hence, using (3.2), we have

(bp
d

ai)1+vpν−d = bp
d

ai+vli = bp
d

aj . Finally, suppose that hi = ρ+vp(i). Then there is an integer z such that
j ≡ i+zipρ mod pµ. Moreover, by Lemma 2.1.(3a), there is a non-negative integer y such that Ry ≡ 1+zpρ.

Then (bp
d

ai)b
y

= bp
d

aiR
y

= bp
d

ai(1+zpρ) = bp
d

aj .

For the last part, suppose that
〈
bp
d

ai
〉

and
〈
bp
d

aj
〉

are conjugate in G. Then, from (3.2) we have

pν−d+µ−ki = |bpdai| = |bpdaj | = pν−d+µ−kj , so that ki = kj . Suppose that hi 6= hj . Then necessarily
vp(i) 6= vp(j) and, as j ≡ i mod phi , we have hi ≤ vp(i) < ρ + vp(i). Interchanging the roles of i and j we
also obtain hj ≤ vp(j) < ρ+ vp(j). So that hi = min(ki, ρ+ d) = min(kj , ρ+ d) = hj , a contradiction. �

Lemma 3.2. If ε = 1, then the number of conjugacy classes of cyclic subgroups of G is N = Aσ +A where

Aσ = pρ−1σ

(
1 + (p− 1)

1 + 2ν − σ
2

)
− pρ+σ−µ

p− 1
and

A =
3pρ−1 − 2

p− 1
+ pρ−1 6− ρ+ 2νρ− ρ2 + p(ρ2 + 2ν − 3ρ− 2νρ+ 2)

2
.

Proof. For every 0 ≤ d ≤ ν we let Cd denote the set of cyclic subgroups C of G satisfying [C 〈a〉 : 〈a〉] = pν−d.
Clearly Cd is closed by conjugation in G. Let Nd denote the number of conjugacy classes of cyclic subgroups
of G belonging to Cd. Then the number of conjugacy classes of cyclic subgroups of G is

∑ν
d=0Nd. For every

1 ≤ i ≤ pµ we will use the notation li, ki and hi introduced in Lemma 3.1.

As G/ 〈a〉 is cyclic of order pν , every element of Cd is formed by the groups of the form
〈
bp
d

ai
〉

with

1 ≤ i ≤ pµ. In particular Nν = µ+ 1, the number of subgroups of 〈a〉.
From now on we assume that 0 ≤ d < ν.

Claim 1. If vp(i) ≥ min(σ, ρ+ d), then
〈
bp
d

ai
〉

is conjugate to
〈
bp
d
〉

in G.

Indeed, suppose that vp(i) ≥ min(σ, ρ + d). By Lemma 3.1 we have to prove that i ≡ 0 mod phi , i.e.
hi ≤ vp(i). First of all observe that vp(i) ≥ min(σ, ρ + d) ≥ 1, because 1 ≤ ρ ≤ σ. Hence li = pσ + ipν−d.
If vp(ip

ν−d) > σ, then vp(li) = s and hence hi = min(σ, ρ + d, ρ + vp(i)) = min(σ, ρ + d) ≤ vp(i), as
desired. Suppose otherwise that vp(ip

ν−d) ≤ σ. Then vp(i) < vp(ip
ν−d) ≤ σ and hence, by hypothesis

ρ + d ≤ vp(i). Then, by condition (B) of Theorem 2.3 we have vp(ip
ν−d) ≥ ρ + ν ≥ µ ≥ σ ≥ vp(ip

ν−d).
Therefore vp(ip

ν−d) = ρ+ ν = µ = σ and vp(i) = ρ+ d < σ. Then hi = min(σ, ρ+ d) = ρ+ d ≤ vp(i), again
as desired.

Claim 2. If 1 ≤ i, j ≤ pµ, vp(i) < min(σ, ρ + d) and
〈
bp
d

ai
〉

and
〈
bp
d

aj
〉

are conjugate in G, then

vp(i) = vp(j).
Indeed, by Lemma 3.1 we have hi = hj , which we denote h, and i ≡ j mod ph. By means of contradiction

suppose that vp(i) 6= vp(j). Then h ≤ min(vp(i), vp(j)) ≤ vp(i) < min(σ, ρ+d) and therefore min(µ, vp(lj), ρ+
d) = min(µ, vp(li), ρ + d) = h < min(σ, ρ + d). Thus vp(li) = vp(lj) = h ≤ min(vp(i), vp(j)). However
vp(ip

ν−d) > vp(i) and, if p = 2 6= i, then v2(i(2ν−d + 2µ−1)) > v2(i). Therefore vp(li − pσ) > vp(i) ≥ h =
vp(li). Then h = vp(lj) = vp(li) = σ ≥ min(σ, ρ+ d), a contradiction.

We use Claims 1 and 2 and Lemma 3.1 as follows: For every 0 ≤ h < min(σ, ρ+ d) let

Xh = {i ∈ Z : 1 ≤ i ≤ pµ and vp(i) = h},
and consider the equivalence relation in Xh given by

i ∼d j if and only if ki = kj(= k) and i ≡ j mod pmin(k,ρ+d,ρ+h).

Let Nd,h be the number of ∼d-equivalence classes in Xh. By Lemma 3.1 and Claim 2, if i ∈ Xh, 1 ≤ j ≤ pµ,

vp(i) < min(σ, ρ + d) and
〈
bp
d

ai

〉
and

〈
bp
d

j
〉

are conjugate in G, then j ∈ Xh and i and j belong to the

same ∼d-class. Therefore, using also Claim 1, we have

(3.3) Nd = 1 +

min(σ,ρ+d)−1∑
h=0

Nd,h.

Our next goal is obtaining a formula for Nd,h and for that we consider three cases:
Case 1: Suppose that d ≤ ν − ρ.
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Let h ∈ Xh. We claim that ki = min(σ, ρ+ d, ρ+ h). This is clear if vp(li) = σ. Suppose that vp(li) > σ.
Then vp(li − pσ) = σ. If h = 0, then, as ρ ≤ σ, we have ki = ρ = min(σ, ρ+ d, ρ+ h) as desired. Otherwise
li − pσ = ipν−d, so that h+ ν − d = σ and, by assumption we have ρ+ h = ρ+ d− ν + σ ≤ σ. Then again
ki = min(σ, ρ+d, ρ+h). Finally, suppose that vp(li) < σ. Then vp(li− pσ) = vp(li). If li− pσ = ipν−d, then
h+ ρ ≤ h+ ν− d = vp(li) < σ ≤ µ and hence ki = min(ρ+ d, ρ+h) = min(σ, ρ+ d, ρ+h). Otherwise p = 2,
h = 0, µ = ν + ρ and li− 2σ = i(2ν−d + 2µ−1). Then µ ≥ σ > v2(li) = v2(2ν−d + 2µ−1) ≥ ν − d ≥ ρ = ρ+ h,
because ν − d = µ − ρ − d ≤ µ − ρ ≤ µ − 1. Then ki = ρ = min(σ, ρ + d, ρ + h). So all the cases
ki = min(σ, ρ+ d, ρ+ h), as desired.

Combining Lemma 3.1 with the claim in the previous paragraph we deduce that for d ≤ ν − ρ and
h < min(σ, ρ+d), the ∼d-equivalence classes of Xh have pµ−min(σ,ρ+d,ρ+h) elements. Thus, for each d ≤ ν−ρ
and 0 ≤ h < min(σ, ρ+ d), we have

Nd,h =
ϕ(pµ−h)

pµ−min(σ,ρ+d,ρ+h)
= (p− 1)pmin(σ,ρ+d,ρ+h)−h−1.

As, by Claim 1, for a fixed d | µ, all the cyclic groups
〈
bp
d

ai
〉

with vp(i) ≥ min(σ, ρ + d) are conjugate we

have

ν−ρ∑
d=0

Nd =

ν−ρ∑
d=0

1 +

min(σ,ρ+d)−1∑
h=0

Nd,h

 =

σ−ρ∑
d=0

(
1 +

d−1∑
h=0

(p− 1)pρ−1 +

d+ρ−1∑
h=d

(p− 1)pρ+d−h−1

)

+

ν−ρ∑
d=σ−ρ+1

1 +

σ−ρ−1∑
h=0

(p− 1)pρ−1 +

σ−1∑
h=σ−ρ

(p− 1)pσ−h−1

 = (ν − ρ+ 1)+

σ−ρ∑
d=0

(
d(p− 1)pρ−1 + (p− 1)

ρ−1∑
x=0

px

)
+

ν−ρ∑
d=σ−ρ+1

(
(σ − ρ)(p− 1)pρ−1 + (p− 1)

ρ−1∑
x=0

px

)

= (ν − ρ+ 1) +
(σ − ρ)(σ − ρ+ 1)

2
(p− 1)pρ−1 + (ν − σ)(σ − ρ)(p− 1)pρ−1 + (ν − ρ+ 1)(pρ − 1)

= pρ−1

(
(σ − ρ)(p− 1)

1 + 2ν − ρ− σ
2

+ (ν − ρ+ 1)p

)
.

(3.4)

Case 2: Suppose that ν − ρ < d ≤ ν − 1 and h 6= σ + d− ν.
Let i ∈ Xh. Then vp(p

σ+ipν−d) = min(σ, h+ν−d). If vp(li) 6= min(σ, h+ν−d), then p = 2 6= i, µ = ν+ρ
and li = 2σ + i(2ν−d + 2µ−1). Then, from ρ ≥ 1 and d > ν− ρ ≥ 0 we deduce µ− 1 = v2(li− (2σ + i2ν−d)) =
min(v2(li), v2(2σ + i2ν−d)) = min(v2(li), σ, ν − d) ≤ ν − d = µ− ρ− d < µ− 1, a contradiction. This proves
that vp(li) = min(σ, h+ ν− d). Therefore, hi = min(µ, vp(li), ρ+ d, ρ+h) = min(σ, h+ ν− d, ρ+ d, ρ+h) =
min(σ, h+ ν − d, ρ+ h) = min(σ, h+ ν − d) ≤ µ, because σ ≤ ν < ρ+ d and h+ ν − d < h+ ρ, by condition
(B) in Theorem 2.3 and the assumption. Hence, by Lemma 3.1, each class inside Xh with σ > h 6= σ+ d− ν
contains pµ−min(σ,h+ν−d) elements. This proves the following

if σ > h 6= σ + d− ν, then Nd,h =
ϕ(pµ−h)

pµ−min(σ,h+ν−d)
= (p− 1)pmin(σ−h,ν−d)−1.
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Then

ν−1∑
d=ν−ρ+1

1 +

σ−1∑
h=0,h 6=σ+d−ν

Nd,h


=

ν−1∑
d=ν−ρ+1

(
1 + (p− 1)

(
σ+d−ν−1∑

h=0

pν−d−1 +

σ−1∑
h=σ+d−ν+1

pσ−h−1

))

=

ρ−1∑
x=1

(
1 + (p− 1)

σ−x−1∑
h=0

px−1 + (p− 1)

σ−1∑
h=σ−x+1

pσ−h−1

)

=

ρ−1∑
x=1

(
1 + (σ − x)(p− 1)px−1 + (p− 1)

x−2∑
y=0

py

)
=

ρ−1∑
x=1

(
(σ − x)px − (σ − x)px−1 + px−1

)
=

ρ−1∑
x=1

(σ − x)px −
ρ−2∑
x=0

(σ − x− 1)px +

ρ−2∑
x=0

px = (σ − ρ+ 1)pρ−1 + 2

ρ−2∑
x=1

px − (σ − 1) + 1

= (1− ρ)pρ−1 + σ(pρ−1 − 1) + 2
pρ−1 − 1

p− 1
.

(3.5)

Case 3: Finally, suppose that ν − ρ < d ≤ ν − 1 and h = σ + d− ν.
Then, h < σ and by condition (B) if i ∈ Xh, then vp(i) = h ≥ ρ+ d− ν > 0 and hence li = pσ + ipν−d =

pσ(1 + ip−h). Therefore vp(li) = σ + vp(1 + ip−h). Also, by condition (B) we have ρ ≤ σ ≤ ν, and therefore
h ≤ d. Thus hi = min(ki, ρ+ h). Observe that, as 1 ≤ i ≤ pµ, we have that 0 ≤ vp(1 + ip−h) ≤ µ− h. For
0 ≤ l ≤ µ− h we set

Yl = {i ∈ Xh : vp(1 + ip−h) = l} and Zl =

µ−h⋃
t=l

Yt.

The sets Yl with l = 0, 1, . . . , µ− h form a partition of Xh. A straightforward argument show that

|Yl| =


(p− 2)pµ−h−1, if l = 0;

ϕ(pµ−h−l), if 1 ≤ l < µ− h;

1, if l = µ− h;

and |Zl| =

{
ϕ(pµ−h), if l = 0;

pµ−h−l, if 1 ≤ l ≤ µ− h.

For each i ∈ Yl we have ki = min(µ, σ + l). Therefore, if i ∈ Yl, then

hi =

{
min(µ, ρ+ h), if i ∈ Zµ−σ;

min(σ + l, ρ+ h), otherwise.

By Lemma 3.1, each ∼d-class inside Xh is contained either in some Yl with l < µ− σ or in Zµ−σ. Moreover

two elements i and j in Yl with l < µ − σ belong to the same class if and only if i ≡ j mod pmin(σ+l,ρ+h)

while two elements in Zµ−σ are in the same class if and only if i ≡ j mod pmin(µ,ρ+h). Recalling that
h = σ + d − ν we deduce that if l < min(µ − σ, ρ + d − ν), then each class inside Yl has cardinality
pµ−(σ+l), while every class contained in Zmin(µ−σ,ρ+d−ν) has cardinality pµ−min(µ,ρ+h). Having in mind that
|Zmin(µ−σ,ρ+d−ν)|
pµ−min(µ,ρ+σ+d−ν) =

|Zmin(µ−σ,ρ+d−ν)+1|
pµ−min(µ,ρ+σ+d−ν) +

|Ymin(µ−σ,ρ+d−ν)|
pµ−(σ+min(µ−σ,ρ+d−ν)) we have

Nd,σ+d−ν =
|Zmin(µ−σ,ρ+d−ν)+1|
pµ−min(µ,ρ+σ+d−ν)

+

min(µ−σ,ρ+d−ν)∑
l=0

|Yl|
pµ−(σ+l)

= pν−d−1 + (p− 2)pν−d−1 +

min(µ−σ,ρ+d−ν)∑
l=1

ϕ(pµ−σ+ν−d−l)

pµ−σ−l

= (p− 1)pν−d−1 + min(µ− σ, ρ+ d− ν)(p− 1)pν−d−1 = (1 + min(µ− σ, ρ+ d− ν))(p− 1)pν−d−1.
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Thus
ν−1∑

d=ν−ρ+1

Nd,σ+d−ν = (p− 1)

ν−1∑
d=ν−ρ+1

(1 + min(µ− σ, ρ+ d− ν))pν−d−1

= (p− 1)

ρ−2∑
x=0

(1 + min(µ− σ, ρ− x− 1))px

= (p− 1)

(
ρ+σ−µ−2∑

x=0

(1 + µ− σ)px +

ρ−2∑
x=ρ+σ−µ−1

(ρ− x)px

)

= (1 + µ− σ)(pρ+σ−µ−1 − 1) +

ρ−2∑
x=ρ+σ−µ−1

(ρ− x)px+1 −
ρ−2∑

x=ρ+σ−µ−1

(ρ− x)px

= (1 + µ− σ)(pρ+σ−µ−1 − 1) +

ρ−1∑
x=ρ+σ−µ

(ρ− x+ 1)px −
ρ−2∑

x=ρ+σ−µ−1

(ρ− x)px

= (1 + µ− σ)(pρ+σ−µ−1 − 1) + 2pρ−1 +

ρ−2∑
x=ρ+σ−µ

px − (µ+ 1− σ)pρ+σ−µ−1

= (σ − 1− µ) + 2pρ−1 + pρ+σ−µ
µ−σ−2∑
x=0

px = (σ − 1− µ) + 2pρ−1 + pρ+σ−µ
pµ−σ−1 − 1

p− 1

= (σ − 1− µ) + 2pρ−1 +
pρ−1 − pρ+σ−µ

p− 1
.

(3.6)

Combining (3.3), (3.4), (3.5). and (3.6), and recalling that Nν = µ+ 1, we finally obtain that the number
of conjugacy classes of cyclic subgroups of G

ν∑
d=0

Nd =µ+ 1 +

ν−ρ∑
d=0

Nd +

ν−1∑
d=ν−ρ+1

1 +

min(σ,ρ+d)∑
h=0,h 6=σ+d−ν

Nd,h +Nd,σ+d−ν


=µ+ 1 + pρ−1

(
(σ − ρ)(p− 1)

1 + 2ν − ρ− σ
2

+ (ν − ρ+ 1)p

)
+ (1− ρ)pρ−1 + σ(pρ−1 − 1) + 2

pρ−1 − 1

p− 1
+ (σ − 1− µ) + 2pρ−1 +

pρ−1 − pρ+σ−µ

p− 1

=pρ−1σ

[
1 + (p− 1)

1 + 2ν − ρ− σ
2

]
+ pρ−1

(
−ρ(p− 1)

1 + 2ν − ρ− σ
2

+ (ν − ρ+ 1)p

)
+ (1− ρ)pρ−1 + 2

pρ−1 − 1

p− 1
+ 2pρ−1 +

pρ−1 − pρ+σ−µ

p− 1

=pρ−1σ

[
1 + (p− 1)

1 + 2ν − σ
2

]
− pρ+σ−µ

p− 1

+
3pρ−1 − 2

p− 1
+ pρ−1 6− 2ρ− ρ(p− 1)(1 + 2ν − ρ) + 2(ν − ρ+ 1)p

2

=pρ−1σ

[
1 + (p− 1)

1 + 2ν − σ
2

]
− pρ+σ−µ

p− 1

+
3pρ−1 − 2

p− 1
+ pρ−1 6− ρ+ 2νρ− ρ2 + p(ρ2 + 2ν − 3ρ− 2νρ+ 2)

2
= Aσ +A.

(3.7)

�

Lemma 3.3. If ε = −1, then the number of conjugacy classes of G is 3 · 2ν−1 + 2ρ−1(3 · 2ν−1 − 2ν+ρ−µ).

Proof. By a Theorem of Berman [Ber55], the number of conjugacy classes of G is 2ν
∑k
i=1

1
hi

where h1, . . . , hk
are the cardinalities of the conjugacy classes of G contained in 〈a〉. To compute these cardinalities we first
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classify the elements of 〈a〉 by its order. More precisely we set Cδ = {x ∈ 〈a〉 : |x| = 2δ}, for 0 ≤ δ ≤ µ. Each

conjugacy class of G contained in 〈a〉 is contained in some Cδ. Moreover, ai ∈ Cδ if and only if 2µ

gcd(i,2µ) = 2δ.

In that case, if d is the cardinality of the conjugacy class of G containing ai, then CG(ai) =
〈
a, bd

〉
and d is

the minimum positive integer with i(−1 + 2ρ)d ≡ i mod 2µ or equivalently (−1 + 2ρ) ≡ 1 mod 2δ. Thus
d = o2δ(−1 + 2ρ). This shows that each conjugacy class of G contained in Cδ has o2δ(−1 + 2ρ) elements. As

|Cδ| = ϕ(2δ), the list h1, . . . , hk is formed by the integers o2δ(−1 + 2ρ) with this integer repeated ϕ(2δ)
o
2δ

(−1+2ρ)

times. Hence Berman result provides the following formula for the number of conjugacy classes of G:

2ν
µ∑
δ=0

ϕ(2δ)

o2δ(−1 + 2ρ)2
.

By Lemma 2.1.(2),

o2δ(−1 + 2ρ) =

{
1, if δ ≤ 1;

2max(1,δ−ρ), otherwise.

Then,
∑ρ
δ=0

ϕ(2δ)
o
2δ

(−1+2ρ)2 = 2 +
∑ρ
δ=2 2δ−3 = 2 + 1

2

∑ρ−2
α=0 2α = 2 + 2ρ−1−1

2 and, if ρ < µ, then

µ∑
δ=ρ+1

ϕ(2δ)

o2δ(−1 + 2ρ)2
=

µ∑
δ=ρ+1

22ρ−δ−1 =

ρ−2∑
β=2ρ−µ−1

2β = 22ρ−µ−1

µ−ρ−1∑
β=0

2β = 22ρ−µ−1(2µ−ρ − 1).

Observe that if ρ = µ, then the latter is 0. Thus, the number of conjugacy classes of G is

2ν+1 + 2ν−1(2ρ−1 − 1) + 2ν+2ρ−µ−1(2µ−ρ − 1) = 3 · 2ν−1 + 2ρ−1(3 · 2ν−1 − 2ν+ρ−µ),

as desired. �

Lemma 3.4. Suppose that ε = −1, ρ ≥ µ− 1 and µ ≥ 3. Then the following statements hold:

(1) QG has a simple component with center Q(ζ2µ + ζ−1
2µ ) if and only if ρ = σ = µ.

(2) QG has a simple component with center Q(ζ2µ − ζ−1
2µ ) if and only if ρ = µ− 1 and σ = µ.

Proof. Let H = CG(a) and K0 =
〈
b2
〉
. The assumption ρ ≥ µ − 1 implies that H =

〈
a, b2

〉
is a maximal

abelian subgroup of G. Then (H,K0) satisfy the conditions in Theorem 2.6 and hence QGe(G,H,K0) is a
simple component of QG. Moreover, by Proposition 2.5 we have

Z(QGe(G,H,K0)) ∼=


Q(ζ2µ + ζ−1

2µ ), if ρ = σ = µ;

Q(ζ2µ − ζ−1
2µ ), if ρ = µ− 1 and σ = µ;

Q(ζ2µ−1 + ζ−1
2µ−1), if ρ = σ = µ− 1.

This proves the reverse implication of (1) and (2).
Conversely suppose that A is a simple component of QG with center Q(ζ2µ + ζ−1

2µ ) or Q(ζ2µ − ζ−1
2µ ). Since

µ ≥ 3, this fields are not cyclotomic extensions of Q and therefore A is not commutative, for otherwise A
will be a Wedderburn component of Q(G/G′) and the Wedderburn components of a commutative rational
group algebra are cyclotomic extensions of Q. As H is maximal abelian in G and G/H ∼= C2 there is a pair
(H1,K) of subgroups of G satisfying the conditions of Theorem 2.6 and H1 ∈ {H,G}. However, H1 6= G
because A is not commutative. Therefore H = H1. If K is not normal in G, then NG(K) = H and hence
A ∼= M2(Q(ζ[H:K])) contradicting the fact that the center of A is not cyclotomic. Thus, K is normal in G

and the center of A has index 2 in Q(ζ[H:K]). By Proposition 2.5, ϕ([H : K]) = 2 dimZ(A) = 2µ−1 and
hence [H : K] = 2µ. Another consequence of Proposition 2.5 and the fact that A is not commutative is that
H 6=

〈
K, b2

〉
and as H/K =

〈
aK, b2K

〉
is a cyclic 2-group it follows that H = 〈K, a〉. As [H : K] = 2µ = |a|

we have a2µ−1 6∈ K. Thus G′ ∩K = 1. As K is normal in G, it follows that K ⊆ Z(G) =
〈
a2µ−1

, b2
〉

. If

σ = µ−1, then Z(G) =
〈
b2
〉

and its order is 2ν . Then K =
〈
b4
〉
, which is not possible because H/

〈
b4
〉

is not

cyclic. Thus σ = µ and Z(G) =
〈
a2µ−1

〉
×
〈
b2
〉
. Then K =

〈
b2
〉

or K =
〈
a2µ−1

b2
〉

. Arguing as in the first

paragraph we deduce that Z(QGe(G,H,K)) = Q(ζ2µ + ζ−1
2µ ) if ρ = µ and Z(QGe(G,H,K)) = Q(ζ2µ − ζ−1

2µ )
if ρ = µ− 1. �
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Lemma 3.5. Suppose that ε = −1 and ρ < µ < ν + ρ. Let F = {α ∈ Q(ζ2µ) : σ−1+2ρ(α) = α}. Then QG
has a simple component of degree 2µ−ρ and center F if and only if σ = µ.

Proof. Let H =
〈
a, b2

µ−ρ
〉

. Suppose that σ = µ and let K =
〈
b2
µ−ρ
〉

. Then (H,K) satisfies the conditions

of Theorem 2.6, and by Proposition 2.5, we have that QGe(G,H,K) has degree [G : H] = 2µ−ρ and center
F .

Otherwise, by condition (C) in Theorem 2.3 we have σ = µ− 1. By means of contradiction suppose that

QG has a simple component A of degree 2µ−ρ and center F . Then H =
〈
a, b2

µ−ρ
〉

. As H is maximal abelian

subgroup of G with G/H abelian, by Theorem 2.6, we have A = QGe(G,H1,K) for subgroups H1 and K
satisfying the conditions of Theorem 2.6 and H1 ⊇ H. However, by Proposition 2.5, [G : H] = 2µ−ρ =

Deg(A) = [G : H1] and hence H1 = H. As H/K is cyclic, either H = 〈a,K〉 or H =
〈
b2
µ−ρ

,K
〉

. In the

second case NG(K)/K is abelian and by Proposition 2.5, the center F of A is a cyclotomic extension of Q,

which is not the case. Therefore H = 〈a,K〉. In particular [H : K] ≤ |a| = 2µ. If a2µ−1 ∈ K, then
〈
a2µ−1

〉
=〈

a, b2
µ−ρ−1

〉′
⊆ KE

〈
a, b2

µ−ρ−1
〉

and
〈
a, b2

µ−ρ−1
〉

contains properly H, in contradiction with the assumption

that (H,K) satisfy condition (1) of Theorem 2.6. Therefore K ∩ 〈a〉 = 1, and hence [H : K] ≥ |a| = 2µ. So
[H : K] = 2µ. As NG(K)/H ∼= Gal(Q(ζ[H:K])/F ), we have [NG(K) : H] = [Q(ζ[H:K]) : F ] = 2µ−ρ = [G : H]

and hence G = NG(K), i.e. K EG. As K ∩G′ = 1 it follows that K ⊆ Z(G) =
〈
a2µ−1

, b2
µ−ρ
〉

=
〈
b2
µ−ρ
〉

.

Finally, the assumption µ < ν + ρ implies that H contains 〈a〉 properly. Therefore |H| > 2µ, and hence K

is a non-trivial subgroup of the cyclic subgroup
〈
b2
µ−ρ
〉

. Thus K contains the unique element of order 2 of

Z(G), namely a2µ−1

, a contradiction. �

We are ready to prove the main result of this section.

Theorem 3.6. Let p be prime integer. If G1 and G2 are finite metacyclic p-groups and QG1
∼= QG2, then

G1
∼= G2.

Proof. Suppose that QG1
∼= QG2. By Theorem 2.3, we have Gi ∼= Pp,µi,ν,σi,ρi,εi with each list µi, νi, σi, ρi, εi

satisfying conditions (A)-(C). We will prove that (µ1, ν1, σ1, ρ1, ε1) = (µ2, ν2, σ2, ρ2, ε2).
First of all pµ1+ν1 = |G1| = |G2| = pµ2+ν2 and hence µ1 + ν1 = µ2 + ν2. Moreover, by Theorem 2.8 we

have G1/G
′
1
∼= G2/G

′
2 and from conditions (B) and (C) it follows that

Gi/G
′
i
∼=

{
Cpρi × Cpνi , if εi = 1,

C2 × C2νi , if εi = −1.

Suppose that ε1 = 1 and ε2 = −1. Then C2ρ1 ×C2νi
∼= C2×C2ν2 , by Theorem 2.8, and by conditions (B)

and (C) we have p = 2, ρ1 ≤ ν1, 2 ≤ ρ2 and 1 ≤ ν2. Therefore ρ1 = 1, and hence µ1 = 1 by condition (A).
This implies that G1 is abelian but G2 is not abelian, in contradiction with QG1

∼= QG2. This proves that
ε1 = ε2, which we denote ε from now on.

Moreover, if ε = 1, then Cpρ1 ×Cpν1 ∼= Cpρ2 ×Cpν2 with ρi ≤ νi, and if ε = −1, then C2×C2ν1
∼= C2×C2ν2

and 1 ≤ ν1, ν2. Thus, in both cases ν1 = ν2, and hence µ1 = µ2. From now on we set µ = µi and ν = νi.
Suppose that ε = 1. Then Cpρ1 × Cpν1 ∼= Cpρ2 × Cpν2 and hence ρ1 = ρ2, which we denote ρ. Moreover, by
Artin’s Theorem (Theorem 2.7), the number of Wedderburn components of QGi is the number of conjugacy
classes of cyclic subgroups of Gi. Therefore, if Aσ1

and Aσ2
are as defined in Lemma 3.2, then we have

Aσ1
= Aσ2

. Let

Bσi = 2pµ−ρ(p− 1)Ai = −2pσi + σip
µ−1(p− 1)(2 + (p− 1)(1 + 2ν − σi)).

Then Bσ1 = Bσ2 . By means of contradiction, assume without loss of generality that σ1 < σ2. By condition
(B) we have σ1 < σ2 ≤ µ ≤ ν + ρ. If σ1 < µ − 1, then min(σ2, µ − 1) ≤ vp(Bσ2

) = vp(Bσ1
) = σ1 < µ − 1,

which contradicts the assumption σ2 > σ1. Therefore, µ − 1 ≤ σ1 < σ2 ≤ min(µ, ν), i.e. σ1 = µ − 1 and



THE ISOMORPHISM PROBLEM FOR RATIONAL GROUP ALGEBRAS OF METACYCLIC NILPOTENT GROUPS 13

σ2 = µ ≤ ν. Then

0 = Bµ −Bµ−1

= −2pµ + µpµ−1(p− 1)(2 + (p− 1)(2ν + 1− µ))

+2pµ−1 − (µ− 1)pµ−1(p− 1)(2 + (p− 1)(2ν + 1− (µ− 1)))

= pµ−1(p− 1)[−2 + µ(2 + (p− 1)(2ν + 1− µ))− (µ− 1)(2 + (p− 1)(2ν + 2− µ))]

= pµ−1(p− 1)[−2 + 2µ− 2(µ− 1) + µ(p− 1)(2ν + 1− µ)− (µ− 1)(p− 1)(2ν + 2− µ)]

= pµ−1(p− 1)[µ(p− 1)(2ν + 1− µ)− µ(p− 1)(2ν + 2− µ) + (p− 1)(2ν + 2− µ)]

= 2pµ−1(p− 1)2(ν + 1− µ) > 0,

which is the desired contradiction.
Suppose now that ε = −1. We first prove that ρ1 = ρ2. By means of contradiction suppose that ρ1 < ρ2.

It is well known that the dimension over Q of the center of QGi is the number of conjugacy classes of Gi.
Then, by Lemma 3.3 we have

2ρ1(3 · 2ν−1 − 2ν+ρ1−µ) = 2ρ2(3 · 2ν−1 − 2ν+ρ2−µ).

If ρ2 < µ− 1, then

2ρ2 + ν − µ = v2(2ρ2(3 · 2ν−1 − 2ν+ρ2−µ) = v2(2ρ1(3 · 2ν−1 − 2ν+ρ1−µ)) = 2ρ1 + ν − µ,
which contradicts the assumption ρ1 < ρ2. Therefore ρ2 ≥ µ − 1. If ρ1 < µ − 1, then using that µ ≥ 2, by
condition (C), we have

ρ2 + ν − 1 ≤ v2(2ρ2(3 · 2ν−1 − 2ν+ρ2−µ) = v2(2ρ1(3 · 2ν−1 − 2ν+ρ1−µ)) = 2ρ1 + ν − µ < ρ1 + ν − 1,

again in contradiction with the assumption ρ1 < ρ2. Therefore ρ1 = µ − 1 and ρ2 = µ, and hence µ ≥ 3,
by condition (A). If σ2 = µ, then, by Lemma 3.4, QG2 has a simple component with center isomorphic
to Q(ζ2µ + ζ2µ) while QG1 does not. Therefore σ2 = µ − 1. This implies that ν = 1, by condition
(C). Therefore G2 is the quaternion group of order 2µ+1. If σ1 = µ, then G1 is the dihedral group of
order 2µ+1. Otherwise σ1 = µ − 1 and, if b1 = ba, then b21 = 1 so that G1 is the semidihedral group〈
a, b1 | a2µ−1

= b21 = 1, ab1 = a−1+2µ−1
〉

. Looking at the Wedderburn decomposition of the rational group

algebras of dihedral, semidihedral groups and quaternion group in [JdR16, 19.4.1] we deduce that QG2 has
a simple component isomorphic to the quaternion algebra H(Q(ζ2µ + ζ2µ)), which is a non-commutative
division algebra, while QG1 does not have any Wedderburn component which is a non-commutative division
algebra. This yields the desired contradiction in this case.

So we can set ρ = ρ1 = ρ2 and it remains to prove that σ1 = σ2. Otherwise, we may assume that σ1 = µ−1
and σ2 = µ < ν + ρ, by condition (C). If ρ < µ, then we obtain a contradiction with Lemma 3.5. Thus
ρ = µ. If µ ≥ 3, then the contradiction follows from Lemma 3.4. Thus µ = 2, but then G1 is the quaternion
group of order 8 and G2 is the dihedral group of order 8 and again QG1 has Wedderburn component which
is a non-commutative division algebra but QG2 does not, yielding to the final contradiction. �

4. The Isomorphism Problem for finite metacyclic nilpotent groups

Given a finite group G we say that a Wedderburn component of QG is a p-component if its degree is a
power of p and its center embeds in Q(ζpn) for some non-negative integer n.

Lemma 4.1. Let G be a finite group and (L,K) a strong Shoda pair of G. Then QGe(G,L,K) is a p-
component if and only if [G : L] is a power of p and [L : K]p′ ∈ {1, 2}.

Proof. The reverse implication is a direct consequence of Proposition 2.5. Conversely, set A = QGe(G,L,K)
and suppose that A is a p-component. Let d = [G : L] and c = [L : K]. As d is the degree of A, it is a

power of p. Moreover the center of A is isomorphic to the Galois correspondent FG,L,K = Q(ζc)
Im (α) of a

subgroup of Gal(Q(ζc)/Q) isomorphic to NG(K)/L (Remark 2.4). The assumption implies that F ⊆ Q(ζcp).
As [NG(K) : L] is a power of p, so is [Q(ζc) : FG,L,K ] and hence ϕ(cp′) = [Q(ζc) : Q(ζcp)] is a power of p.
Then cp′ is either 1 or 2. �

If G is a finite group, then we use the notation

πG = {p ∈ π(G) : G has a normal Hall p′ − subgroup} and π′G = π(G) \ πG.
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Remark 4.2. If G is metacyclic and p is the smallest prime dividing |G|, then p ∈ πG. In particular,
2 6∈ π′G.

Proof. Let π = πG and π′ = π′G. If p ∈ π′, then, by [GBdR23, Lemma 3.1], G′p has a non-central element h
of order p. Therefore G contains an element g such that [g, h] 6= 1, and we may assume that |g| is a power
of a prime q. Then Aut(〈h〉) has an element of order q. As Aut(〈h〉) has order p− 1 it follows that q | p− 1
and in particular q > p. Thus p is not the smallest prime dividing |G|. �

Lemma 4.3. If G and H are metacyclic groups with QG ∼= QH, then π′G = π′H and πG = πH .

Proof. Let π = πG and π′ = π′G. We claim that π′ = {p ∈ π(G′) : (G/G′)p is cyclic}. Let A = 〈a〉 E G
and B = 〈b〉 ≤ G with G = AB. By [GBdR23, Lemma 3.1], 〈ap, bp〉 is a Sylow p-subgroup of G, Aπ′ = G′π′

and G = Aπ′ o
(
Bπ′ ×

∏
q∈π AqBq

)
. Therefore, if p ∈ π′, then (G/G′)p is cyclic. If p ∈ π′ \ π(G′), then

Aπ′ o
(
Bπ′\{p} ×

∏
q∈π AqBq

)
is a normal Hall p′-subgroup of G and hence p ∈ π, a contradiction. This

proves that π′ ⊆ {p ∈ π(G′) : (G/G′)p is cyclic}. Conversely, if p ∈ π, then [bp′ , ap] = 1 and therefore

G′p = 〈ap, bp〉′. Then (G/G′)p ∼= 〈ap, bp〉 / 〈ap, bp〉′. Therefore, if (G/G′)p is cyclic, then so is 〈ap, bp〉 by the
Burnside Basis Theorem. In that case 1 = 〈ap, bp〉 = G′p, i.e. p 6∈ π(G′). This finishes the proof of the claim.

By Theorem 2.8, the assumption implies that G/G′ ∼= H/H ′ and hence |G′| = |H ′|. Then G′ ∼= H ′

as both G′ and H ′ are cyclic. Then, using the claim for G and H¡, we deduce that π′G = {p ∈ π(G′) :
(G/G′)p is cyclic} = {p ∈ π(H ′) : (H/H ′)p is cyclic} = π′H and πG = π(|G|) \ π′G = π(|H|) \ π′H = πH . �

In the remainder of the paper if G is a group and p is a prime, then Gp denotes a Sylow subgroup of G
and Gp′ a Hall p′-subgroup of G.

Lemma 4.4. If G is metacyclic and p ∈ πG, then the sum of the p-components of QG is isomorphic to a
direct product of k copies of QGp, where

k =

{
1, if p = 2;

[G2 : G′2G
2
2], otherwise.

Proof. Let π = πG and π′ = π′G and suppose that p ∈ π. By Remark 4.2, 2 6∈ π′ and hence G has a normal
Hall {2, p}′-subgroup N . Let e be a primitive central idempotent such that QGe is a p-component of G.
Then e = e(G,L,K) for some strong Shoda pair (L,K) of G and, by Lemma 4.1 [G : K] is either a power of

p or 2 times a power of p. In particular N ⊆ K. Then N̂M̂ = M̂ for every subgroup M containing K and as

N is normal in G we also have N̂M̂g = 0 for every g ∈ G. This implies that N̂e = e. This proves that every

p-component of QG is contained in QGN̂ . Therefore QGN̂ = A⊕B, where A is the sum of the p-components

of QG, and B is the sum of the Wedderburn components of QGN̂ which are not p-components. We want to
prove that Q(Gp)

k ∼= A.
Suppose first that p = 2. Therefore N = G2′ , and hence G/N ∼= G2. Thus G/N is a 2-group, and hence

every Wedderburn component of Q(G/N), and QGN̂ , is a p-component. Therefore Q(G2) ∼= QGN̂ = A, as
desired.

Suppose that p 6= 2. Then G/N = U2 × U ′p with U2 = Gp′/N ∼= G2, and Up = G2′/N ∼= Gp. Let

F2 = U ′2U
2
2 , the Frattini subgroup of U2. Then F2 = L/N for some subgroup L of Gp′ and, by Lemma 4.1, it

follows that L ⊆ K and the argument in the first paragraph shows that every p-component of QG is contained

in QGL̂. Thus QGL̂ = A ⊕ C where C is the sum of the Wedderburn components of QGL̂ which are not
p-components. Moreover, G/L ∼= Up × E for E an elementary abelian 2-group of order k. Then QE ∼= Qk

and hence QGL̂ ∼= Q(G/L) ∼= (QUp)k. Moreover, as Up is a p-group, every Wedderburn component of QUp
is a p-component. In other words, C = 0 and hence A ∼= (QUp)k = (QGp)k, as desired. �

Lemma 4.5. Let G and H be finite metacyclic groups with QG ∼= QH, let p ∈ πG and let Gp and Hp be
Sylow subgroups of G and H respectively. Then QGp ∼= QHp.

Proof. Let π = πG and π′ = π′G and let k be as in Lemma 4.4. As 2 6∈ π′, by Remark 4.2, and G/Gπ′

is nilpotent, it follows that G2/G
′
2G

2
2 is isomorphic to the Sylow 2-subgroup of the quotient G/G′ by its

Frattini subgroup. Since G/G′ ∼= H/H ′, the value of k is the same whether it is computed for G or H. Let
AG and AH be the sum of the Wedderburn p-components of QG and QH. Since QG ∼= QH, AG ∼= AH . By
Lemma 4.4, (QGp)k ∼= AG ∼= AH ∼= (QHp)

k an therefore QGp ∼= QHp. �
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We are ready to prove our main results. We first state and prove Theorem A.

Theorem 4.6. Let G and H be two metacyclic finite groups such that QG ∼= QH. Then πG = πH and the
Hall πG-subgroups of G and H are isomorphic.

Proof. By Lemma 4.3 we have πG = πH and from now on we denote the latter by π. Then the Hall
π-subgroups of G and H are nilpotent, and hence it is enough to prove that if p ∈ π, then the Sylow p-
subgroups Gp of G and Hp of H are isomorphic. However, QGp ∼= QHp, by Lemma 4.5, and hence Gp ∼= Hp,
by Theorem 3.6. �

If G is nilpotent, then π′G = ∅ and hence Corollary B follows directly from Theorem 4.6.

References

[Ber52] S. D. Berman, On the theory of representations of finite groups, Dokl. Akad. Nauk SSSR (N.S.) 86 (1952), 885–888.
[Ber55] , Group algebras of abelian extensions of finite groups, Dokl. Akad. Nauk SSSR (N.S.) 102 (1955), 431–434.

[Ber56] , p-adic ring of characters, Dokl. Akad. Nauk SSSR (N.S.) 106 (1956), 583–586. MR 0077539 (17,1052g)

[Bey72] F. R. Beyl, The classification of metacyclic p-groups, and other applictations to homological algebra to group
theory, ProQuest LLC, Ann Arbor, MI, 1972, Thesis (Ph.D.)–Cornell University. MR 2622614
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