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A Glucosinolate Metabolism
Pathway in Living Plant Cells Mediates
Broad-Spectrum Antifungal Defense
Paweł Bednarek,1* Mariola Piślewska-Bednarek,1 Aleš Svatoš,2 Bernd Schneider,2
Jan Doubský,2 Madina Mansurova,2† Matt Humphry,1 Chiara Consonni,1 Ralph Panstruga,1
Andrea Sanchez-Vallet,3 Antonio Molina,3 Paul Schulze-Lefert1*

Selection pressure exerted by insects and microorganisms shapes the diversity of plant
secondary metabolites. We identified a metabolic pathway for glucosinolates, known insect
deterrents, that differs from the pathway activated by chewing insects. This pathway is active in
living plant cells, may contribute to glucosinolate turnover, and has been recruited for
broad-spectrum antifungal defense responses. The Arabidopsis CYP81F2 gene encodes a
P450 monooxygenase that is essential for the pathogen-induced accumulation of
4-methoxyindol-3-ylmethylglucosinolate, which in turn is activated by the atypical PEN2
myrosinase (a type of b-thioglucoside glucohydrolase) for antifungal defense. We propose that
reiterated enzymatic cycles, controlling the generation of toxic molecules and their detoxification,
enable the recruitment of glucosinolates in defense responses.

Flowering plants synthesize and accumulate
a vast array of structurally diversified small
molecules known as secondary metabolites

(1). Each particular compound class is usually
restricted to a narrow phylogenetic lineage, the
result of genetic adaptations enabling or restrict-
ing interactions with other organisms. Although
the chemical diversification of several secondary
metabolite classes is driven by microbes and in-

sects (1), it is often difficult to prove their pre-
sumed antimicrobial or insect-deterring functions
in a whole-organism context. Among the notable
exceptions are camalexin, an inducibleArabidopsis
antimicrobial (phytoalexin) (2) and glucosinolates
(Fig. 1A), Capparales-specific (which includes
the Brassicaceae) thio-glucosides known to deter
insects (3). This function of glucosinolates re-
quires their tissue damage–triggered activation

by specialized b-thioglucoside glucohydrolases
(TGGs, also called myrosinases) (4) compartmen-
talized either in specialized myrosin cells in the
phloem parenchyma (5) or in stomata cells (6).

Arabidopsis is immune to nonadapted pow-
dery mildew fungi, such as Blumeria graminis
and Erysiphe pisi, that colonize grass and pea
species, respectively. During these interactions,
fungal pathogenesis is terminated coincident with
the switch from surface to invasive growth by two
parallel pathways of induced preinvasive defense
responses. TheArabidopsis PEN1 syntaxin resides
in the plasma membrane and forms hetero-
oligomeric complexes for vesicle-mediated secre-
tory defense together with the adaptor SNAP33
and endomembrane-anchored VAMP721/722
(7, 8). PEN2, a deduced family 1 glycosyl hydro-
lase (F1GH), and the plasma membrane-resident
PEN3 ATP (adenosine triphosphate)–binding
cassette (ABC) transporter act in a second path-
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Fig. 1. (A) A simplified scheme of glucosinolate
biosynthesis inArabidopsis. Structures of the R groups
of indol-3-ylmethyl (left) and 4-methylsulfinylbutyl
glucosinolate (right) are shown as examples of Arabi-
dopsis tryptophan- and methionine-derived glucosino-
lates, respectively. S-GT indicates S-glucosyltransferase
and ST, sulfotransferase. (B) Accumulation of se-
lected secondary metabolites, indicated as nmol/g
of fresh tissue weight (FW), in Arabidopsis geno-
types 16 hours after inoculation with B. g. hordei
conidiospores. Error bars indicate standard devia-
tions.■ P < 0.005,□ P < 0.05 (two-tailed t test for
pairwise comparisons of nonchallenged and chal-
lenged plants). **P < 0.005, *P < 0.05 (comparison
of respective wild-type and mutant plants).▼ varia-
tion in camalexin accumulation between experiments.
(C) Frequency of invasive growth at B. g. hordei and

E. pisi interaction sites on Arabidopsis genotypes scored 48 or 72 hours, respectively, after inoculation with conidiospores. Error bars, SD. **P < 0.001, *P < 0.01
(two-tailed t test for pairwise comparisons of respective wild-type and mutant plants).
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way and have been implicated in the cytoplasmic
synthesis and transport of unknown small mol-
ecules across the plasma membrane (9, 10). The
biochemical pathway underlying PEN2- and
PEN3-dependent defense is of particular interest
because this pathway restricts the growth of a
broader spectrum of pathogens, including the
nonadapted oomycete Phytophthora infestans,
the adapted powdery mildews Golovinomyces
orontii andG. cichoracearum, and the necrotrophic
fungus Plectosphaerella cucumerina (9, 10). In ad-
dition, PEN2 and PEN3 were recently shown to
be required for the extracellular accumulation
of the glucan polymer callose, mediated by the
glucan synthaselike enzyme PMR4/GSL5, in re-
sponse to treatment with a microbe-associated
molecular pattern (MAMP) derived from bacte-
rial flagellin (11).

pen2 plants fail to accumulate an indole and
a cysteine metabolite. PEN2 is 1 of 42 annotated
F1GHs in the Arabidopsis Col-0 genome (12).
These enzymes usually catalyze the hydrolysis
of a b-glycosidic or a thio-b-glycosidic bond be-
tween two or more carbohydrates or between a
carbohydrate and a noncarbohydrate (so-called
aglycone) residue (4, 12, 13). To identify PEN2
candidate substrate(s) and product(s), we performed
comparative metabolite profiling experiments with

use of leaf extracts of wild-type strains (Col-0 and
gl1), pen1-1 null mutant, two independent pen2
mutant lines (pen2-1 and pen2-2), and pen3-3 null
mutants (14). These experiments revealed a specific
defect in the pathogen (B. g. hordei)-inducible
accumulation of two compounds in pen2 tissue: a
novel metabolite with spectral properties similar
to indole derivatives and a putative cysteine deriv-
ative, raphanusamic acid (RA), whose function
and biosynthetic origin is unclear (15). We pu-
rified the former, and its structure was identified
on the basis of mass spectrometry (MS) and nu-
clear magnetic resonance (NMR) techniques as
indol-3-ylmethylamine (I3A) (Fig. 1B and fig. S1)
(14). The indole core structure suggested a trypto-
phan biosynthetic origin. We investigated cyp79B2
cyp79B3 double mutants defective in the P450
monooxygenase-catalyzed conversion of trypto-
phan to indole-3-acetaldoxime, a precursor of most
known tryptophan-derived metabolites (16, 17).
cyp79B2 cyp79B3 plants fail to accumulate de-
tectable I3A quantities (Fig. 1B), confirming that
tryptophan is the biosynthetic I3Aprecursor.More-
over, the presumed cysteine derivative RA was
no longer pathogen-inducible in cyp79B2 cyp79B3
leaves (Fig. 1B), demonstrating that coaccumula-
tion of structurally unrelated RA and I3A is de-
pendent on an intact tryptophan metabolism.

Arabidopsis PAD2, encoding g-glutamylcysteine
synthetase (g-ECS), has previously been linked
to the biotic stress-induced accumulation of the
phytochemicals glucosinolates and camalexin,
which require cysteine incorporation into their
core structure (18, 19). PAD2 catalyzes the first
committed step of glutathione biosynthesis, and
pad2-1 mutants contain ~20% of the amount of
glutathione present in wild-type plants, accumu-
late reduced amounts of these phytochemicals
upon biotic stress, and are susceptible to infection
by bacteria and oomycete pathogens, as well as
herbivory by generalist insects (18, 19). We exam-
ined the impact of the glutathione/cysteine metab-
olism on the pathogen-induced accumulation of the
presumed cysteine derivative RA. In comparison
with wild-type and pen2 plants, both pad2-1 and
an independent mutant allele, designated cad2-1
(18, 20), produced not only intermediate amounts
of RA but also of I3A afterB. g. hordei inoculation
(Fig. 1B), suggesting that glutathione is a potential
cysteine donor in the biosynthesis of RA and
linking RA and I3A accumulation.

We identified three additional tryptophan-
derived compounds whose quantities were altered
upon pathogen challenge. Camalexin accumulated
to higher concentrations in pen1, pen2, and pen3
mutants relative to concentrations in wild type (Fig.
1B), suggesting that its inducible biosynthesis is
an indirect effect resulting from both elevated
B. g. hordei entry rates and induction of death of
invaded host epidermal cells (9, 21). The other
two compounds, according to structure analysis,
were indol-3-ylmethylglucosinolate (I3G) and 4-
methoxyindol-3-ylmethylglucosinolate (4MI3G)
(SOM text). I3G was reduced 16 hours after B. g.
hordei inoculation, whereas 4MI3G accumulated
in pen2 inoculated leaves at higher quantities than
any other line (Fig. 1B).

Tryptophan-derived indolics are essential for
pre- and postinvasion defense. Inoculation of
cyp79B2 cyp79B3mutant plants with nonadapted
B. g. hordei or E. pisi revealed infection pheno-
types indistinguishable from those of pen2 plants,
whereas infected cad2-1 and pad2-1 plants ex-
hibited moderate fungal entry rates between those
of resistant wild-type and those of defense-
compromised pen2 plants (Fig. 1C). This suggests
that CYP79B2/B3 and PAD2 function in prein-
vasion resistance, revealing a positive correlation
between I3A and RA accumulation and plant de-
fense. However, because cyp79B2 cyp79B3 plants
fail to accumulate multiple groups of indole-type
secondary products, including camalexin and
indole-type glucosinolates (16, 17), we lack demon-
stration of a direct role of I3A and RA in Arabi-
dopsis defense responses. Of note, we detected
extensive epiphytic hyphal growth of E. pisi on
leaves of cyp79B2 cyp79B3 plants compared with
growth on wild-type and pen2 leaves (fig. S2).We
therefore tested the pad3-1 mutant (22), which is
specifically compromised in camalexin biosynthesis,
and a pen2 pad3 double mutant. E. pisi infection
phenotypes on pad3 plants were indistinguishable
from that of wild-type, whereas pen2 pad3 plants

Fig. 2. Accumulation of selected secondary metabolites and immunodetection of TGG4 myrosinase in
independent Arabidopsis transgenic lines constitutively expressing TGG4. Error bars, SD. **P < 0.001;
*P < 0.01 (two-tailed t test for pairwise comparisons of Col-0 and respective transgenic plants).
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resembled cyp79B2 cyp79B3 plants in entry rates
and epiphytic hyphal growth (Fig. 1C and fig.
S2). This suggests that the infection phenotype of
cyp79B2 cyp79B3 plants results from the absence
of both PEN2-generated products and camalexin.
On the basis of these data, we propose that PEN2
and PAD3 act sequentially during pre- and post-
invasive defenses, respectively. This would explain
why camalexin amounts are elevated in mutants de-
fective in preinvasion resistance [such as pen1 and
pen3 (Fig. 1B)], because these plants have a com-
pensatory postinvasive and cell death–associated
defense that is lacking in wild type (9).

Myrosinase misexpression supports the exis-
tence of a novel glucosinolate metabolism path-
way. Our data suggest an unexpected role of
glucosinolates in fungal defense (Fig. 1B and
figs. 1C and S2). We generated Arabidopsis lines
expressing the root myrosinase AtTGG4 (12, 23)
constitutively. Previously reported in vitro hydrol-
ysis end products of I3G (24, 25) were either un-
detectable (e.g., indol-3-ylcarbinol) or present at
low abundance (e.g., indol-3-ylacetonitrile) in these
lines (fig. S3A). Instead, transgenic 35S::TGG4
expressing lines showed a constitutive hyper-
accumulation of I3A and RA (Fig. 2). Increasing
amounts of both compounds correlated with TGG4
protein abundance and a concomitant depletion
of I3G (Fig. 2).

Hyperaccumulation of I3A and RAwas inde-
pendent of PEN2 activity because AtTGG4 over-
expression in the pen2-1 background resulted in
similar biochemical phenotypes (fig. S3B). Taken
together, the metabolite profiles of both pathogen-
challengedwild-type plants (Fig. 1B) and 35S::TGG4
lines (Fig. 2) suggest that myrosinase-dependent
hydrolysis of glucosinolates occurs in vivo in living
plant cells and generate different end products
from those reported from studies of in vitro hy-
drolysis and damage by chewing insects (24, 25).
This also suggests that the amine I3A and RA
are proxies of in vivo indole glucosinolate metab-
olism rather than specific markers of PEN2
activity.

We detected 1-methoxyindol-3-ylmethylamine
(Fig. 2) (14) in 35S::TGG4 plantswhen looking for
structure variants of indole-type and/or methionine-
derived aliphatic glucosinolates (a glucosinolate
subclass, Fig. 1A) subject to in vivo hydrolysis.
We postulated that this molecule could be de-
rived from a low abundance 1-methoxyindol-3-
ylmethylglucosinolate in Arabidopsis leaves (26).
Liquid chromatography/mass spectrometry (LC/MS)
also revealed the presence of additional amines in
extracts from 35S::TGG4 plants that correspond
in their side chain structure toArabidopsis aliphatic
glucosinolates (fig. S3C) (14). These observations
suggest that both indole and aliphatic glucosinolates
undergo metabolism in vivo with a concomitant
buildup of the respective amines.

Amounts of one of the twomethoxylated indole
glucosinolates, 4MI3G, remained unaffected in
tested transgenic lines (Fig. 2), and the correspond-
ing 4-methoxyindol-3-ylmethylamine (4MI3A)
was barely detectable by LC/MS (14).

PEN2 is an atypical myrosinase. The detec-
tion of a novel glucosinolate metabolism path-
way in intact tissue together with the identification
of I3A and RA as pathogen-inducible and PEN2-
dependent metabolites predicted that PEN2 func-
tions as amyrosinase. Thiswas unexpected because
the enzyme possesses an acid/base catalyst glu-
tamic acid in its catalytic cleft (Glu183, E183) (9),
characteristic for b-O-glycosylhydrolases but
not myrosinases (4, 12). We heterologously ex-
pressed an epitope-tagged fusion protein lacking
64 residues from the C-terminal region, which
is possibly critical for in planta subcellular PEN2
localization (9). This vector, PEN2D-Strep, per-
mitted high protein expression in Pichia pastoris.
Affinity chromatography–purified PEN2D-Strep
(fig. S4A) showed a pH optimum around 6 (fig.
S4B) and cleaved in vitro both S-glucosides (I3G
and 4MI3G) and, at ~10-fold lower maximum
reaction rate and ~fivefold lower Michaelis con-

stant, a modelO-glucoside (4-methyl-umbelliferyl-
b-D-O-glucoside, 4MUG) (fig. S4C). We tested
the in vitro activity of a site-directed mutant
(Glu183→Asp183), PEN2E183DD-Strep, in order
to test these molecules as physiologically relevant
substrates. The stable, full-length PEN2E183D var-
iant was inactive in vivo because it failed to res-
cue impaired entry resistance toB. g. hordei in the
pen2 background (9). Remarkably, PEN2E183DD-
Strep failed to convert the glucosinolate I3G but
retained b-O-glycosylhydrolase activity in the
presence of 4MUG (fig. S4, A and C), suggest-
ing that PEN2 acts as myrosinase in vivo and
implicating glucosinolate-derived products as
antifungal defense compounds. Furthermore, RA
was no longer pathogen-inducible in the cyp79B2
cyp79B3 mutant lines (Fig. 1B) despite the ac-
cumulation of aliphatic glucosinolates (16), indi-
cating that PEN2 cleaves indole glucosinolates in
planta preferentially, if not exclusively.

Fig. 3. (A) Accumulation of selected secondary metabolites in Arabidopsis genotypes 16 hours after
inoculation with B. g. hordei conidiospores. Error bars, SD; *P < 0.005 (two-tailed t test for pairwise
comparisons of Col-0 and respective mutant plants). (B) Frequency of invasive growth at B. g. hordei and
E. pisi interaction sites scored 48 or 72 hours after inoculation. Error bars, SD; all differences between Col-0
and tested mutant lines are significant at P < 0.001 (two-tailed t test). (C) Growth of P. cucumerina as
determined by real-time quantitative reverse transcriptase polymerase chain reaction of P. cucumerina
b-tubulin 3 days after inoculation with spores. Error bars, SD; all differences between Col-0 and tested
mutant lines are significant at P < 0.05 (two-tailed t test).
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Although amines and RA have not been con-
sidered as glucosinolate hydrolysis products to
date (24, 25), the myrosinase hydrolysis product
of glucosinolate sinigrin, allylisothiocyanate, de-
composes in the presence of nucleophilic reagents
to an amine (27). This and the fact that reduced
glutathione is one of the most abundant plant nu-
cleophiles (28) suggested a possiblemetabolic link
between I3G and I3A/RAbywhich glucosinolate-
derived isothiocyanate and glutathione form a di-
thiocarbamate adduct that is later converted to the
respective amine andRA (fig. S5A). This pathway
is likely because the formation of corresponding
adducts occurs (i) nonenzymatically (29), (ii) enzy-
matically, driven by glutathione-S-transferases
(GSTs) in vitro (30), or (iii) in vivo in mammals
after consuming glucosinolates or isothiocyanates
in Brassicaceae vegetables (31).

Biosynthesis and cleavage of 4MI3G is es-
sential for plant defense. It is likely that I3G and
4MI3G are directly metabolically connected as
uptake of I3G by detached cyp79B2 cyp79B3
leaves restores the accumulation of 4MI3G (32).
If so, then the fungus-induced depletion of I3G

and the concomitant pen2 mutation-dependent
increase in 4MI3G (Fig. 1B) suggest that the latter
glucosinolate is critical for fungal defense. We
reasoned that conversion of I3G to 4MI3G may
involve the hydroxylation of the indole core by
cytochrome P450 monooxygenases and that the
corresponding gene(s) might be coexpressed with
PEN2. Microarray data sets (33) in Arabidopsis
identified five P450 monooxygenase genes that
coexpressedwithPEN2,PEN3, andCYP83B1 (r =
0.4; the latter gene encodes a P450monooxygenase
required for glucosinolate biosynthesis). Transferred-
DNA insertions in the At5g57220 gene, encod-
ing CYP81F2, showed reduced 4MI3G amounts
(Fig. 3A), linking CYP81F2 with 4MI3G bio-
synthesis. Both cyp81F2mutant lines showed im-
paired entry resistance toB. g. hordei and E. pisi
and were more susceptible to P. cucumerina (Fig.
3B and C), reminiscent of the pen2 infection pheno-
types (9). We also generated cyp81F2 pen2 double
mutants in which the resistance phenotype was
indistinguishable from that in the single mutants
(Fig. 3B). This suggests thatCYP81F2 and PEN2
act in a common pathway. Moreover, although

PEN2 can hydrolyze both unsubstituted and me-
thoxylated indole glucosinolates (fig. S4C), only
the compound(s) derived from 4MI3G is im-
portant for the restriction of fungal growth. Re-
tained accumulation of I3A and RA in cyp81F2
plants excludes their direct function in preinvasion
resistance. Despite analyses supported with a syn-
thetic reference compound (14), we did not detect
pathogen-inducible accumulation of 4MI3A (the
predicted product derived from 4MI3G). This
suggests an alternative biochemical route for the
processing of the 4-methoxylated indole dithio-
carbamate adduct (Fig. 4A and fig. S5). The
structural similarity of this intermediate with the
core structure of a major group of Brassicaceae
phytoalexins (34) supports an already-proposed
close metabolic link between these compounds
(35, 36) and indole glucosinolates, pointing at them
as possible antimicrobial end products of the
CYP81F2/PEN2 pathway and as coactivators of
MAMP-triggered PMR4/GSL5-dependent cal-
lose formation (11).

Conclusions. Our study revealed a PEN2-
driven glucosinolate metabolism pathway that is
fundamentally different from insect interactions
with plants in the Brassicaeae family (24, 25).
Unlike the passive mode of glycoside activation
by myrosinases and other F1GHs (13), PEN2-
dependent indole glucosinolate hydrolysis is an
active process involving directed movement to,
and concentration of, the peroxisome associated
enzyme to the cell periphery at fungal entry sites
(9), which likely generates high local concentra-
tions of hydrolysis product(s). Our work ques-
tions the specificity ofO- and S-glycosylhydrolases
(4, 12) and reveals different glucosinolate end
products relative to those produced after insect-
mediated tissue destruction (fig. S5A). This dis-
crepancy results most likely from the in vivo
conjugation of the glucosinolate hydrolysis product,
isothiocyanate, with glutathione to form a dithio-
carbamate adduct, which is subject to further
processing (Fig. 4A and fig. S5). Because this
metabolism pathway occurs only in living cells,
the engagement of specific enzymatic activities,
or even specialized enzymatic complexes, appears
likely (37). Moreover, the strict requirement of a
particular aglycone structure (4MI3G) in the tested
plant-fungus interactions contrasts with the lim-
ited structural specificity of glucosinolates in de-
terring insects (3, 32).

The glucosinolate pathway originates from the
biosynthesis of cyanogenic glucosides and most
likely was initiated by the appearance of CYP83
enzymes that convert acetaldoximes to reactive
aci-nitro compounds (Figs. 1A and 4B) (37). Be-
cause most of the enzymes acting downstream of
CYP83s represent classes involved in detoxifica-
tion, likeGSTs, glucosyltransferases, and sulfotrans-
ferases (3, 19), the glucosinolate pathway may
have evolved from routes triggered by the appear-
ance of toxic CYP83 product(s) (38). In parallel
or subsequently, a class of F1GHs emerged that is
capable of cleaving glucosinolates for insect de-
fense and turnover. However, because the direct

Fig. 4. (A) Involvement of tryptophan-derived metabolites in Arabidopsis defense against powdery
mildews. Components critical for termination of pre- and postinvasive fungal growth are highlighted with
blue and orange frames, respectively. The matching structure fragments of the isothiocyanate-glutathione
adduct and some of the Brassicaceae phytoalexins are highlighted in red; for detailed structures, see fig.
S5B. Dashed frames denote putative metabolites derived from 4MI3G. (B) Model for reiterated enzymatic
cycles controlling the generation of small toxic molecules and their detoxification in Arabidopsis.
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products of myrosinase activity are toxic, another
detoxification cascade involving glutathione con-
jugation was required, yielding RA and amines
(Fig. 4B). This pathway was most likely later re-
cruited into plant defense against microbial in-
truders. The relatively recent evolution of PEN2
is supported by its unique exon-intron structure
(12) and also explains the retention of an ancestral
function: cleaving O-glucosides (fig. S4). This
suggests that also one of the most closely related
proteins to PEN2 in Arabidopsis, the root-specific
PYK10 enzyme (39), which restricts colonization
by a soil-borne fungus (40), may act as a second
generation myrosinase. The seven PEN2-like
F1GHs in the Arabidopsis genome suggests that
glucosinolate hydrolysis has been repeatedly en-
gaged in plant defense or glucosinolate turnover
and may have given rise to a diverse array of
phytochemicals.
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Mott Insulating State in Ultraclean
Carbon Nanotubes
Vikram V. Deshpande,1* Bhupesh Chandra,2 Robert Caldwell,3 Dmitry S. Novikov,4
James Hone,2† Marc Bockrath1†

The Mott insulating state is a manifestation of strong electron interactions in nominally metallic
systems. Using transport spectroscopy, we showed that an energy gap exists in nominally
metallic carbon nanotubes and occurs in addition to the band gap in small–band-gap nanotubes,
indicating that carbon nanotubes are never metallic. This gap has a magnitude of ~10 to 100
milli–electron volts and a nanotube radius (r) dependence of ~1/r, which is in good agreement
with predictions for a nanotube Mott insulating state. We also observed neutral excitations within
the gap, as predicted for this state. Our results underscore nanotubes’ exceptional capabilities for
use in studying correlated electron phenomena in one dimension.

According to the quantum theory of sol-
ids, materials can be either metallic or
band insulators. However, this theory

breaks down in metals at half-filling of energy
bands, in which strongCoulomb repulsionmakes
it energetically favorable for electrons to lo-
calize, one electron per atomic site, to form a
Mott insulator (1). This state is known to be
antiferromagnetically ordered in higher dimen-
sions and has been observed in a variety of bulk
systems, including thin films (2), nanobeams
(3), and optical lattices (4). The one-dimensional
(1D) analog of this state has no long-range
magnetic order and can form a spin liquid with
gapped spin excitations (5). The presence of a
spin gap in some classes of spin liquids is be-

lieved to be related to the emergence of high-
temperature superconductivity in cuprate oxides
(6), motivating a search for such systems. The-
oretical work (7–12) predicts that carbon nano-
tubes are a realization of a gapped spin liquid
Mott insulator.

Experiments on bulk quasi-1D Mott insulating
systems (5) typically use chemical doping, which
introduces additional disorder. Carbon nanotubes
offer the opportunity to study electronic phenome-
na without interference from disorder by using
electric-field doping. Recently, the fabrication of
ultraclean nanotube devices (13) has facilitated
the observation of long-predicted phenomena,
such as Wigner crystallization (14) in large–band-
gap nanotubes, as well as spin-orbit coupling
(15), and may produce favorable conditions for
observing a tunable 1D Mott insulator in an
individual nanostructure.

We show that the energy gaps exhibited by
carbon-nanotube field-effect devices made from
small–band-gap and nominally metallic nanotubes
cannot be accounted for using noninteracting elec-
tron pictures but agree well with predictions for a
spin-liquid Mott insulating state in carbon nano-
tubes. These finite-sized samples act as quantum
dots, and Coulomb peaks corresponding to a sin-
gle electron or hole pair at the band edges are
observable. We tuned the magnitude of the energy
gap by applying an axial magnetic field (16). By
tracking the first electron- and hole-addition
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