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Averaging Dependent Effect Sizes in Meta-Analysis:
a Cautionary Note about Procedures

Fulgencio Marin-Martinez and Julio SGnchez-Meca
University of Murcia

When a primary study includes several indicators of the same construct, the usual strategy
to meta-analytically integrate the multiple effect sizes is to average them within the study.

In this paper, the numerical and conceptual differences among three procedures for averaging
dependent effect sizes are shown. The procedures are the simple arithmetic mean, the Hedges
and Olkin (1985) procedure, and the Rosenthal and Rubin (1986) procedure. Whereas the
simple arithmetic mean ignores the dependence among effect sizes, both the procedures by
Hedges and Olkin and Rosenthal and Rubin take into account the correlational structure of
the effect sizes, although in a different way. Rosenthal and Rubin’s procedure provides the
effect size for a single composite variable made up of the multiple effect sizes, whereas
Hedges and Olkin’s procedure presents an effect size estimate of the standard variable. The
three procedures were applied to 54 conditions, where the magnitude and homogeneity of
both effect sizes and correlation matrix among effect sizes were manipulated. Rosenthal and
Rubin’s procedure showed the highest estimates, followed by the simple mean, and the
Hedges and OIkin procedure, this last having the lowest estimates. These differences are not
trivial in a meta-analysis, where the aims must guide the selection of one of the procedures.
Key words: meta-analysis, effect size, standardized mean difference, dependence

La estrategia usual para integrar meta-analiticamente los multiples tamafios del efecto
cuando un estudio primario incluye varios indicadores del mismo constructo, es la de
promediarlos. En este trabajo se muestran las diferencias numéricas y conceptuales entre
tres procedimientos para promediar tamafos del efecto dependientes. Los procedimientos
son el de Hedges y Olkin (1985), el de Rosenthal y Rubin (1986) y el de la media aritmética.
Mientras que el de la media aritmética ignora la dependencia entre los tamafios del efecto,
tanto el de Hedges y Olkin como el de Rosenthal y Rubin tienen en cuenta, aunque de
diferente forma, la estructura correlacional de los tamafos del efecto. El procedimiento
de Rosenthal y Rubin proporciona el tamafio del efecto de una sola variable compuesta,
obtenida a partir de los diversos tamafios del efecto, mientras que el de Hedges y Olkin
aporta una estimacion del efecto para la variable estandar. Los tres procedimientos se
aplicaron a 54 condiciones, manipulandose la magnitud y homogeneidad del vector de
los tamafios del efecto y de la matriz de correlaciones entre ellos. Con el procedimiento
de Rosenthal y Rubin se obtuvieron las estimaciones méas elevadas, seguido del de la
media y del de Hedges y Olkin. Estas diferencias no son triviales en un meta-andlisis,
cuyos objetivos son los que deben guiar la elecciéon de uno u otro de los procedimientos.
Palabras clave: meta-analisis, tamafio del efecto, diferencia media tipificada, dependencia
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Meta-analysis has recently become a widely used When the outcome measures of a single study diesedif
methodology in the social and behavioral sciences. Its ainindicators of the same construct, the usual strategy for
is to quantitatively integrate the results of a set of studie®vercoming the dependence problem is to average the ES
about a research problem (Glass, McG&wsmith, 1981;  estimates obtained from those measukéthough it is very
Hedges & Olkin, 1985; Hunter & Schmidt, 1990; Marin- usual for meta-analysts to calculate a simple mean or median
Martinez & Sanchez-Meca, 1998; Rosenthal, 1991; Sanche&S to summarize a set of non-independent ESs, these
Meca & Marin-Martinez, 1997, 1998a, 1998bjhe stages procedures do not take into account the intercorrelations
to carry out a meta-analysis are similar to those of aramong the outcome measures. Howeiarascuillo et al.
empirical study (Coopeil989; Rosenthal, 1991; Sanchez- (1988) uphold calculating a simple average when the set of
Meca &Ato, 1989): (a) problem formulation, (b) literature individual ESs are similafwo more accurate procedures
review (c) coding of variables, (d) analysis and interpretation,have been proposed by Rosenthal and Rubin (1986) and
and (e) publicationThe main diference between a primary Hedges and Olkin (1985; see also Gleser & Olkin, 1994).
study and meta-analysis is the unit of analysis; whereas iBut the meta-analytic literature has overlooked the conceptual
the former it is (usually) the subject, in the latter it is thedifferences between both procedures. In fact, there is not any
study itself. In order to accomplish a meta-analysis, the resultaork dealing with these dérences and the existing works
of each study have to be expressed in a common metriceferring to both procedures present them as similar (e.g.,
capable of representing the relationship between twdAbrami, Cohen, & d’Apollonia, 1988; Johnson & Eagly
variablesWith this aim, an index of thefett magnitude is  press; Kalaian & Raudenbush, 1996; Matt & Cook, 1994;
defined to represent the overall result of each stkdy  Rosenthal, 1995After reading these studies, a meta-analyst
experimental and correlational studies, the most usual indexesould erroneously interpret the procedures as interchangeable.
of the efect size (ES) in meta-analysis are the standardized’he consequences of this confusion are not trivial, because
mean diference and the Pearson correlation fioeht, the selection of the procedure for averaging dependent ESs
respectively (Rosenthal, 1994). can afect the meta-analysis result$e purpose of this work

To guarantee the independence assumption among ESgs to clarify the conceptual and quantitativdeddnces
in a meta-analysis, each empirical study must contribute wittamong Rosenthal and RulsmrocedureRR, Hedges and
just one ES estimate. Howeydrom a single study it is Olkin’s procedureHO), and the simple mean procedure.
possible to obtain several ES estimates. For example, in Rirstly, the procedures for averaging dependent ESs are
study about gender fifrences in aggressive behayitwo presented; then, the estimates obtained by each procedure ir
groups of subjects (male vs. female) are compared oseveral conditions are shown, and, finatijteria for choosing
measures such as administering shocks, hitting, and deliverinrgmong the procedures are discussed.
noxious noise; then an ES estimate can be calculated for
each measure. If all of the obtained ES estimates are included
in the meta-analysis, the independence assumption is not Procedures for averaging dependent ESs
met. Various strategies have been devised to solve this
problem: (a) obviate the problem (Glass et al., 1981); (b) This work focuses on the standardized medierdifice,
select the conceptually most relevant measure (Matt, 1989}, as the déct size index. It is defined as thefdience
(c) carry out separate meta-analyses, one for each measusetween two group means (usually experimental vs. control)
(Cooper 1989); (d) include all of the ESs in the meta- divided by the within-group standard deviatton:
analysis, applying appropriate multivariate techniques, such
as generalized least square models (Gleser & Olkin, 1994; _yE — ¥
Kalaian & Raudenbush, 1996; Raudenbush, Bec&er B S ' @
Kalaian, 1988); and (e) average the ESs in each single study
contributing with just one estimate in the meta-analysiswhereyF andyC are the experimental and control group
(Hedges & OIkin, 1985; Marascuillo, Busk, & Serlin, 1988; means, respectivelyandS is the within-group standard
Rosenthal & Rubin, 1986). deviation, calculated by:

1 Thed index proposed in equation (1) is a positively biased estimator of population standardized feeamcdj$ (Hedges &
Olkin, 1985).The bias can be corrected by the facion)

3
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wherem = rF + nC. Thus, an unbiased estimatordfs d" index, given by:
d = ¢(m)d. @
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nE andnC being the sample sizes, ars)f and €52 being
the unbiased variances of the two groups.

In a study withp dependent variables measuring the
same construct, a vectol, of d values withp x 1 dimension
can be computed, where eatlestimate stems from one
dependent variable:

d =(d,d, ..
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ands; (i #1") is the covariance between twlcestimates,
given by:

S =TS S, (6)
r being the Pearson correlation di@ént between each

pair of dependent variables.
The simplest procedure to combipeependent ESs is
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it is because the estimates are not statisticalfgrdiit from

one anotherHence, their standard errors will not be statistically
different from one anothérherefore, [...] the treatmentfexts

can be pooled by a simple average” (p. 80). Hedges and Olkir
(1985) and Rosenthal and Rubin (1986) have proposed twc
procedures that consider the correlational nature of Ta¢a.
Rosenthal and Rubin procedure requires the assumption o
homogeneous correlations among thd estimates and is
obtained by (Rosenthal & Rubin, 1986, p. 492):

S\ d

drg =
VP N+ A -0)Z¥

: (8)

where); is the weight we wish to assign, according to its
importance, to théh dependent variable (orfeft size), and

p is the average intercorrelation among the dependent variables
On the other hand, Hedges and Okiptoposal (Hedges &
Olkin, 1985, p. 212; see also Gleser & Olkin, 1994, p. 352)
implies computing an averagevalue, d,,q, taking into
account the correlation matrix of teestimates, via:

e'S1
d,~ = d,
HO [ e’'Sle

wheree is ap x 1 unitary vectqgrd is given by (3), and
is given by (4)TheHO procedure requires the homogeneous
effect sizes assumption and they propose testing it by a Chi-
square test (Hedges & Olkin, 1985, Eq. 7, )21

The RRandHO procedures have d&rent purposes and
estimate dfierent quantitiesThe RRprocedure provides the
effect size for a single composite variable made up of the
multiple efect sizes. It is analogous, for example, to
computing the ééct size on the total score obtained on a 25-

9)

an arithmetic mean, ignoring the correlational structure ofitem test. In terms of correlation cbeient, theRRproposal

the data.Thus, we compute the averagdevalue, d,,,
according to:

()

is equivalent to computing the squared multiple correlation
coeficient resulting from regressing the 25 items onto the
group membership. Instead, thk proposal would imply
computing 25 individual &kct size estimates, one for each
item, and estimating their typical valughe HO procedure

is a generalization of averaging a set of independent ESs

The inappropriateness of this overall index is obviousweighted by its inverse-covariance matrix, where the
because of the dependence of the ESs, but Marascuillo et @ovariances are not null. If the ESs were independent, ther
(1988) defend its application if the dependent ESs aréhe covariance matrix would become a diagonal-variance

homogeneous: “If one is able to pool within-groupafsizes,

matrix with zeros as diagonalfaélementsThus, theHO

2 The equation (1) in Rosenthal and Rubin (1986, p. 402) is a function of the statistisafor comparing two independent groups:

SAL 1y (0= 1)2

d =
AR -k

(12

wheren = nE = nC. Our equation (9) is the same, but rearranged as a function of standardized fieeanceifl. To apply this

procedure, we give equal weight to theariables so that, =\, =

=)\p= 1.
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Table 1 some conditionsThe RRandHO procedures take into account
Manipulated Conditions in ESevtors the intercorrelations among variables, but estimatirigreift
parameters; thus, they lead tdehiént quantities; furthermore,
factors such as the magnitude and homogeneity of both the

Effect size magnitude

ES homogeneity Low Medium High effect size vector and the correlation matrix of dependent
0.2 0.5 0.8 variables will afect the procedures to a fdifent extent.

Maximum 0.2 0.5 0.8 In order to show the divgences among the three
0.2 0.5 0.8 procedures, a single study with two groups (experimental
0.0 0.3 0.6 and control), the same sample size per grotfp=(n® =

Medium 0.2 0.5 0.8 15), and three dependent variablgs (3) was defined, and
0.4 0.7 1.0 a series of conditions that couldfedt the results was

204 01 02 manipulated (se&ables 1 and 2):

Low 02 05 08 (a) Magnitude of the ESs: vectors of three ESs averaging

08 1.2 1.4 0.2, 0.5, and 0.8 were defined, following the criteria in

Cohen (1988).

(b) Homogeneity of ESs: three homogeneity levels for
procedure is conceptually similar to obtaining a simple mean estimates were defined, maximuo® € 0.0), mediumd?
however taking into account the correlational structure of the= 0.03), and lowd? = 0.24).
data. In sum, th&®&R procedure estimates a composite ES  (c) Magnitude of the correlation matrix among dependent
resulting from pooling all of the dependent variables, achieving/ariables: three conditions were defined in order to obtain
more reliability than each individual variable. On the othermean correlations of .4, .6, and .8.
hand, theHO procedure estimates the ES representative of (d) Homogeneity of the correlation matrix for the
each variable, achieving morefiefency than if only one  dependent variables: two conditions were defined, one with
variable were used. identical correlations, and the other with medium homogeneity

Thus, a total of 3 (magnitude of ESs) x 3 (homogeneity
of ESs) x 3 (magnitude of correlation matrix) x 2
A comparative study (homogeneity of correlation matrix) = 54 conditions were
defined. In each of these conditions, the three procedures for

As mentioned above, the arithmetic mean is an incorrecaveraging were applied, using the GAUSS (1992) program.
procedure for averaging dependent ESs, because it ignores the Tables 3 and 4 show the estimates for each procedure as
correlational structure of the data, although it is advisable ira function of the manipulated conditich&s expected, when

Table 2
Manipulated Conditions in Coelation Matrix

Magnitude of the Correlation Matrix

Correlation

Matrix Homogeneity Low Medium Maximum
1 1 1

Maximum 0.4 1 0.6 1 0.8 1
0.4 0.4 1 0.6 0.6 1 0.8 0.8 1
1 1 1

Medium 0.35 1 0.55 1 0.75 1
0.4 0.45 1 0.6 0.65 1 0.8 0.85 1

3 The statistically adequate application of the averaging procedures requires the homogeneity assumption of the dep&fident ESs.
applying the Chi-square test for the homogeneity of dependent ESs (Hedges & Olkin, 198%, we Zdund a significant heterogeneity
in the conditions labeled as being of low homogeneity BSs.05), and a nonsignificant heterogeneity in the other conditidtimugh
it is inappropriate to apply the procedures in the heterogeneous case, we have included it as a guideline, referringsbtrefig.to
On the other hand, it is not usual for meta-analytic studies to test the homogeneity assumption in order to average d&pendent
Consequentlymeta-analyses averaging heterogeneous dependent ESs in their primary studies are very common, and our findings
contribute to assessing the influence of this practice.
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Table 3
Estimates in the Homogeneous f&tation Case
High (= 0.8) Medium r £ 0.6) Low r € 0.4)

ESH ESM Ay drr dho Ay drr Ao Ay drR Ao
High 0.800 0.859  0.800 0.800 0.934 0.800 0.800 1.033 0.800

Max. Med. 0.500 0.537  0.500 0.500 0.584 0.500 0.500 0.645 0.500
Low 0.200 0.215 0.200 0.200 0.233 0.200 0.200 0.258  0.200
High 0.800 0.859 0.766 0.800 0.934 0.784 0.800 1.033 0.790

Med. Med. 0.500 0.537 0477 0.500 0.584 0.490 0.500 0.645 0.494
Low 0.200 0.215 0.191 0.200 0.233 0.196 0.200 0.258 0.197
High 0.800 0.859  0.512 0.800 0.934 0.664 0.800 1.033 0.716

Low Med. 0.500 0.537 0.310 0.500 0.584 0.411 0.500 0.645 0.445
Low 0.200 0.215 0.122 0.200  0.233 0.164 0.200 0.258 0.178

Note.ES H = Efect size homogeneity; ES M =f&ft size magnitude.

the ES vector was homogeneous (elg.= [0.5, 0.5, 0.5]),  with a perfect correlation among ESs, will RRprocedure

the HO average was equivalent to the individual ES estimatesgoincide with the individual estimates, as well as with the
that is, it estimated the ES of the typical dependent variabl&lO procedure and with a simple average. Following with the
of the study and coincided with a simple average. analogy of the items and the test, RiRprocedure represented
Nevertheless, thRR procedure presented a systematically the overall ES estimate of the test, whereasttbgrocedure
higher estimate than the constant magnitude, because gave an ES estimate of the standard item.

estimated a composite ES, adding the nonredundant With heterogeneous ESs, thi® average was always
information in the individual ESs. For exampig,= [0.5, smaller than the simple mean because of the fact that it is
0.5, 0.5] being the ES vector (maximum ES homogeneitya sum of ESs, each corrected for its regression on the othe
and medium ES magnitude), and= 0.6 being the common individual efect sizesThe RR procedure, as a composite
correlation between the ESs in the homogeneous correlatioestimate, presented the highest magnitude. For example
case,Table 3 shows that,,, = dy, = 0.5, whereas thRR  Table 3 shows that,, = 0.716 was lower thad, = 0.800,
procedure yielded the higher estimdg,= 0.584. Only  and so, theRRprocedure yielded the highest estimdtg

Table 4
Estimates in the Homogeneous f&bation Case
High (= 0.8) Medium r € 0.6) Low r € 0.4)

ESH ESM Ay drR dho Ay drR Ao Ay drR Ao
High 0.800 0.859  0.800 0.800 0.934 0.800 0.800 1.033 0.800

Max. Med. 0.500 0.537 0.500 0.500 0.584 0.500 0.500 0.645 0.500
Low 0.200 0.215 0.200 0.200 0.233  0.200 0.200 0.258 0.200
High 0.800 0.859 0.727 0.800 0.934 0.767 0.800 1.033 0.779

Med. Med. 0.500 0.537  0.439 0.500 0.584 0.472 0.500 0.645 0.482
Low 0.200 0.215 0.153 0.200 0.233 0.178 0.200 0.258 0.186
High 0.800 0.859 0.381 0.800 0.934 o0.61 0.800 1.033 0.682

Low Med. 0.500 0.537 0.176 0.500 0.584  0.357 0.500 0.645 041
Low 0.200 0.215 -0.01 0.200 0.233  0.109 0.200 0.258 0.143

Note.ES H = Efect size homogeneity; ES M =f&ft size magnitude.
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= 1.033 ford’ = [0.2, 0.8, 1.4] (low ES homogeneity and The RRprocedure takes into account all of the information
high ES magnitude), ard= 0.4. In any case, the simple contained in the dependent variables, calculating a composite
mean is a mathematically incorrect procedure of estimationputcome measurelhe pooled ES is derived from this
because of the dependence among ESs. It is only a goawmposite, taking advantage of the nonredundant information
approximation when the individual ESs are homogeneousin the individual ESsThe higher reliability of the composite
Another interesting result was thdeet of manipulating  ES justifies the higher magnitude of tR® estimate with
the correlation matrix magnitude on the averagingregard to both thélO estimate and the simple mean.
proceduresThe lower the correlation among the dependent  From the point of view of a meta-analyst who intends to
ESs, the higher the nonredundant informatibinus, both  take advantage of the higher reliability of a composite ES, the
the RRand theHO estimates decreased their magnitude asRR procedure will be chosen. Other factors being equal, the
the correlation matrix magnitude increased. Howetle  larger the number of dependent ESs, thgelathe composite
trend inRRwas more pronounced thanht©, andHO was  ES. On the other hand, if the meta-analyst wants to control the
not afected when the ESs vector was homogeneous. Fatlifferent number of dependent variables in a set of primary

example,Table 3 shows that, fa' = [0.6, 0.8, 1],dgr = studies, representing each study by its typical ES, he or she
1.033 andd,, = 0.790 wherr = 0.4, whereasiy, = 0.859  would apply theHO procedure. Finallythe simple average
andd,, = 0.766 wherr = 0.8. among ESs, although technically incorrect, produces suitable

Although we have reviewed the performance of theestimates when the homogeneity of the dependent ESs is
procedures when applied in a single sfudypractice, their  assumed, with very similar results to those ofH@eprocedure.
differences can be accumulated throughout the primary studies
in a meta-analysis, greatlyfa€ting the overall results of
such a meta-analysis. Furthermore, for greater generalizability References
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