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Abstract. Let f : I = [0, 1] → I be a Borel measurable map and let µ be a

probability measure on the Borel subsets of I. We consider three standard ways

to cope with the idea of “observable chaos” for f with respect to the measure
µ: hµ(f) > 0 —when µ is invariant—, µ(L+(f)) > 0 —when µ is absolutely

continuous with respect to the Lebesgue measure—, and µ(Sµ(f)) > 0. Here

hµ(f), L+(f) and Sµ(f) denote, respectively, the metric entropy of f , the set
of points with positive Lyapunov exponent, and the set of sensitive points to

initial conditions with respect to µ.

It is well known that if hµ(f) > 0 or µ(L+(f)) > 0, then µ(Sµ(f)) > 0,
and that (when µ is invariant and absolutely continuous) hµ(f) > 0 and

µ(L+(f)) > 0 are equivalent properties. However, the available proofs in the
literature require substantially stronger hypotheses than those strictly neces-

sary. In this paper we revisit these notions and show that the above-mentioned

results remain true in, essentially, the most general (reasonable) settings. In
particular, we improve some previous results from [2], [6], and [23].

1. Introduction. Let (Ω,Σ) be a measurable space and let f : Ω → Ω be a
measurable map. We are interested in studying the asymptotic behaviour of its
orbits (fn(x))∞n=0, or, more precisely, in investigating when this behaviour becomes
complicated (chaotic) for a large set of points x from the space Ω.

We use the word “large” in the measure-theoretic sense. Thus, in order to eval-
uate how large this set of points actually is, we must fix a probability measure µ on
the σ-algebra Σ. It goes without saying that if we hope to arrive at some meaningful
conclusions, then the measure µ should be meaningful as well.

Such is the case when µ is invariant (for f), that is, µ(A) = µ(f−1A) for any
A ∈ Σ, because the measure concentrates on points that are relevant from the
dynamical point of view. A typical result: if Ω is a compact metric space X, and Σ
is the σ-algebra B = B(X) of Borel subsets of X, then the set of recurrent points of

2000 Mathematics Subject Classification. Primary: 37E05; Secondary: 37A05, 37A25, 37A35,
37D25, 37D45.

Key words and phrases. Absolutely continuous invariant measure, acip, invariant measure,
Lyapunov exponents, metric entropy, Rohlin’s formula, sensitivity to initial conditions.

This work has been partially supported by MEC (Ministerio de Educación y Ciencia, Spain),

MICINN (Ministerio de Ciencia e Innovación, Spain) and FEDER (Fondo Europeo de Desarrollo
Regional), grants MTM2005-03868 and MTM2008-03679/MTM, and Fundación Séneca (Comu-
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f (those points x belonging to the limit set of its orbit (fn(x))) has full µ-measure
(see, e.g., [27, Theorem 2.3, p. 29]).

Alternatively, µ could be required to be absolutely continuous (with respect to
the Lebesgue measure λ), that is, if λ(A) = 0, then µ(A) = 0 for any A ∈ B. Hence
small sets in the usual sense cannot be too large in the sense of µ, which rather
satisfies our geometric intuition. Of course, in order to properly speak about a
“Lebesgue measure” we must restrict ourselves further, say to some Riemannian
manifold M .

And finally, the nicest situation arises when µ is both invariant and absolutely
continuous: then we call µ an acip (for f).

Depending on the point of view we are interested in, one can apprehend this idea
of “observable chaos” in a number of ways. According to the ergodic/probabilistic
framework, the metric entropy hµ(f) of f must be positive (here µ must be invari-
ant with respect to f). The analytic approach requires that the set L+(f) of points
with positive Lyapunov exponent has positive µ-measure; now we assume that µ is
absolutely continuous with respect to λ. Finally, chaos is observable from a topo-
logical point of view whenever the set Sµ(f) of sensitive points to initial conditions
with respect to µ has positive µ-measure. Let us investigate these notions in full
detail.

In his 1958 paper [22] A. N. Kolmogorov, by introducing metric (or measure-
theoretic) entropy, successfully adapted and developed Shannon’s ideas on informa-
tion theory to the setting of dynamical systems.

Let (Ω,Σ, µ) be a probability space and let f : Ω→ Ω be measurable. The metric
entropy of f , hµ(f) ∈ [0,∞], is defined by hµ(f) = suphµ(f,A), with the supremum
being taken over all finite measurable partitions A. The precise definition of the
number hµ(f,A) is somewhat involved and we delay it until Subsection 3.2 but,
informally speaking, it measures the average uncertainty, as n goes to ∞ and with
respect to the partition A, about the location of the n-iterate of a point under the
action of the map f . Thus, in a sense, hµ(f) > 0 implies random, impossible to
predict dynamics. Notice that in order to make sense of all of this one expects that
the probability for the orbit of a point to visit one of the sets of the partition, after a
given amount of time n, does not depend on n. In other words, µ must be invariant
for f . (Incidentally, it is worth emphasizing that there is a way to characterize
hµ(f) > 0 in terms of the existence of a set of points with “unpredictable” dynamics
having positive µ-measure, very much in the fashion of our definitions of “analytic”
and “topological” chaos below: see Remark 3.7.)

Lyapunov exponents are a classic analytic tool to measure chaos. They date back
as early as around 1900, when J. Hadamard used them to prove the hyperbolicity
of geodesic flows on manifolds of constant negative curvature.

Let M be a C∞ compact manifold (possibly with boundary) and choose a Rie-
mannian metric on T (M). This means that we have fixed a scalar product (hence
a norm ‖ · ‖) in every tangent space TxM , x ∈ M , which depends on x in a differ-
entiable way. The Riemannian metric induces in a canonical way a finite measure
λ on the Borel subsets of M ; after normalization, we can assume that λ is a prob-
ability measure. Since this measure apprehends the idea of “volume” for M , it is
just natural to call it the Lebesgue measure; indeed, for the standard Riemannian
metric in the cube In (throughout the paper, I stands for the unit interval [0, 1])
it is the usual Lebesgue measure. It must be emphasized that although different
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Riemannian metrics induce different measures, all of them are equivalent: hence
zero Lebesgue measure sets are uniquely defined.

Let f : M → M be a measurable map and let x ∈ M . If there are uniquely
defined numbers

−∞ ≤ Λ(1)(x) < Λ(2)(x) < · · · < Λ(r(x))(x) <∞

and subspaces of TxM

{0} = V (0)(x) ⊂ V (1)(x) ⊂ · · · ⊂ V (r(x))(x) = TxM

such that

lim
n→∞

1

n
log ‖dfn(x)u‖ = Λ(i)(x)

for all u ∈ V (i)(x) \ V (i−1)(x), i = 1, . . . , r(x), then we call these numbers the
Lyapunov exponents of f at x. Also we write mi(x) = dimV (i)(x)− dimV (i−1)(x)
and define χf (x) =

∑
i(Λ

(i)(x))+mi(x) (here a+ = max{a, 0}).
If M is the interval I, then everything is much simpler: there is just one Lyapunov

exponent, Λf (x), given by

Λf (x) = lim
n→∞

1

n
log |(fn)′(x)|.

Notice that χf (x) = Λ+
f (x) in this case.

Let L+(f) = {x ∈ M : χf (x) > 0}. If x ∈ L+(f), then its orbit and that of
a point nearby diverge at a positive exponential rate. Hence it makes sense using
the property λ(L+(f)) > 0 (or, for that matter, µ(L+(f)) > 0 for some absolutely
continuous measure µ with respect to the Lebesgue measure λ) as an indicator of
“analytic chaos” for f .

Besides the probabilistic and analytic approaches previously described, sensitiv-
ity to initial conditions implements in a very appealing and natural way the idea
of complicated behaviour from a topological point of view. Essentially, it is the
formal translation to the discrete setting of what has become widely known as “the
butterfly effect,” famously introduced (in the framework of continuous-time models
for climate prediction) by the meteorologist Lorenz in 1963 [24].

Definition 1.1. Let X be a compact metric space, let f : X → X be a Borel
measurable map, and let µ be a probability measure on B. Let x ∈ X and δ >
0. We say that x is δ-sensitive (for f) with respect to µ, written x ∈ Sµδ (f) (or
just sensitive, written x ∈ Sµ(f), if we do not need to put an emphasis on δ),
if for every neighbourhood U of x there is some n = n(x, U) such that the set
{y ∈ U : dist(fn(x), fn(y)) > δ} has positive µ-measure. If, moreover, µ({y ∈ U :
dist(fm(x), fm(y)) > δ}) > 0 for every m ≥ n(x, U), then we say that x is strongly
δ-sensitive with respect to µ.

We say that f has sensitivity (respectively, full sensitivity, strong sensitivity)
to initial conditions with respect to µ if µ(Sµ(f)) > 0 (respectively, Sµδ (f) = X for
some δ > 0, the set of δ-strongly sensitive points in the whole set X for some δ > 0).

In the sequel we omit the words “with respect to µ” if µ is the Lebesgue measure.
Our definition of sensitivity is that originally given by Guckenheimer in 1979

in his seminal paper [16]. What we call “full sensitivity” is “sensitivity to initial
conditions” as coined by Devaney in his 1986 book [13, Definition 8.2, p. 49]. The
notion of strong sensitivity was first used (to our knowledge) by Blokh in 1982 [6]
and brought to the fore recently [1].
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To be precise our definitions are stronger than those just mentioned. The stan-
dard (topological) definition of sensitive point only requires that, for some δ > 0,
there are points y as close to x as required such that dist(fn(y), dn(x)) > δ for
some (or all, in the case of strong sensitivity) sufficiently large n. The sets Sδ(f)
and S(f) of topological δ-sensitive and sensitive points are the natural ones to work
with when no significant measure µ is available. However from this paper’s per-
spective is quite natural to look for a definition of “observable sensitivity” that
do not depend on zero measure modifications of the map f . In particular observe
that if µ(A) = 0 implies µ(f−n(A)) = 0 for every n ≥ 0 (which is the case when
µ is invariant, and also often the case when µ is absolutely continuous and f is
reasonably smooth) and g = f µ-a.e, then f is sensitive with respect to µ if and
only if g is. We emphasize that since Definition 1.1 is more demanding than usual,
our results below concerning sensitivity work as well for the topological versions of
these notions. Also, notice if the support of µ (that is, the smallest closed subset
of X having full measure, denoted suppµ) is the whole space X and every iterate
of f is continuous µ-a.e, a point is δ-sensitive or δ-strongly sensitive with respect
to µ if and only it is topologically δ-sensitive or topologically δ-strongly sensitive,
respectively. By the way, it is worth emphasizing that even in such a setting (with
X = I and µ = λ) there are examples of maps satisfying Sλ(I) = S(f) = I but not
having full sensitivity, and also maps having full but not strong sensitivity. On the
other hand, if f is continuous and piecewise monotone, then S(f) = I implies that
f has strong sensitivity. See the appendix to this paper for the details.

(A brief notational interlude is required. Throughout the paper, when we say
that a map f : I → I “piecewise” satisfies some property, then we mean that there
are points 0 = a0 < a1 < . . . < ak = 1 such that f |(ai−1,ai) is continuous and
satisfies this property for every 1 ≤ i ≤ k. Notice that f need not be continuous at
the points ai.)

Presently we have considered metric entropy (in the setting of invariant mea-
sures), Lyapunov exponents (for absolutely continuous measures) and sensitivity
(without any particular assumption on the measure µ). It must be emphasized that
neither hµ(f) > 0 (when µ is invariant), nor µ(L+(f)) > 0 (when µ is absolutely
continuous), nor µ(Sµ(f)) > 0 (even if µ is an acip) need necessarily imply “true
complexity” for the map f : see Propositions 9.5-9.7. Of course none of these ex-
amples feature simultaneously the three types of chaos. However, it is often the
case when one of them implies some other, and under the appropriate restrictions
all of them amount to the same thing. The aim of this work is investigating and
clarifying these connections as precisely as possible for interval maps. In doing this
we improve a number of available results in the literature.

2. Statement of the results. It is well known that positive entropy implies sen-
sitivity for continuous maps. More precisely, Blokh showed in [6] that if f : I → I is
continuous, µ is invariant, and hµ(f) > 0, then µ(S(f)) > 0. Later on Glasner and
Weiss proved in [15] that if X is a compact metric space, f : X → X is continuous,
µ is ergodic, suppµ = X, and hµ(f) > 0, then Sδ(f) = X for some δ > 0. (We say
that µ is ergodic if f−1(A) = A implies µ(A) = 0 or µ(A) = 1 for every measurable
set A.) Actually, using Glasner and Weiss’s result it is not hard to show that if f
is continuous and hµ(f) > 0, then µ(S(f)) > 0.
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As our first result shows, the hypothesis of continuity can be completely disposed
of. It must be emphasized that our argument is essentially the same as that em-
ployed by Katok in [19, Theorem 1.1]. Incidentally, Katok’s idea was rediscovered
recently by Cadre and Jacob in [11] to prove an alternate version of Theorem A(ii).

Theorem A. Let X be a compact metric space, let f : X → X be a Borel measur-
able map and let µ be an invariant probability measure for f . Then the following
statements hold:

(i) If hµ(f) > 0, then f has sensitivity to initial conditions with respect to µ.
(ii) If hµ(f) > 0 and µ is ergodic, then µ(Sµδ (f)) = 1 for some δ > 0.

(iii) If hµ(f) > 0, µ is ergodic, and suppµ = X, then f has full sensitivity to
initial conditions with respect to µ.

Somewhat surprisingly, the connections between positive Lyapunov exponents
and sensitivity have not been explicitly investigated until quite recently, see [2].
Among other things, our next result shows that positive Lyapunov exponents imply
sensitivity as far as absolutely continuous measures and piecewise monotone maps
are concerned.

Theorem B. Let f : I → I be piecewise monotone and let µ be an absolutely
continuous probability measure for f . Assume µ(L+(f)) > 0. Then f has sensitivity
to initial conditions with respect to µ.

Additionally assume that µ(L+(f)) = 1, suppµ = I, and one of the following
conditions is satisfied:

(a) f is piecewise C2-diffeomorphic;
(b) µ is invariant for f ;
(c) f(x+), f(x−) ∈ E for any x ∈ E, where E is the set of discontinuity points

and local extrema of f and f(x−) (respectively, f(x+)) stands for the left-hand
(respectively, right-hand) limit of f at the point x.

Then there is a number δ > 0 such that if J is a subinterval of I then one of
the components of fn(J) has length greater than δ for every n large enough. In
particular, f has strong sensitivity to initial conditions with respect to µ.

Theorem B requires some comments. Concerning the first statement notice that
continuity does not suffice. For instance the map f from Proposition 9.6 satisfies
λ(L+(f)) = 1 but S(f) = ∅.

Concerning the second statement, note that (c) is a kind of “Markov property”
which, roughly speaking, implies that if f is not monotone on a certain interval
(because it contains either a discontinuity point or a local extremum), then its
iterates should not be too small (because they always contain a point from E, a
finite set). We remark that strong sensitivity for f was proved in [2] assuming that
(b), (c), and

(d) the density map of µ is bounded on some open subset of any given open set
of I;

(e) log |f ′| is µ-integrable;

were simultaneously satisfied. Hence our theorem substantially improves that of [2].
On the other hand, as the following result emphasizes, if neither of the conditions
(a), (b) or (c) holds, then not even full sensitivity can be guaranteed.

Recall that we say that c is critical for a map f if f is differentiable at c and
f ′(c) = 0.
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Theorem C. There is a C1-map g with just one critical point such that λ(L+(g)) =
1 and it does not have full sensitivity to initial conditions.

The relations between metric entropy and Lyapunov exponents have been inves-
tigated to a great depth. The essential of it: if µ is invariant, then hµ(f) > 0 implies
µ(L+(f)) > 0; if µ is an acip, the converse statement is true as well.

Concerning the first result, the starting point is a theorem by Margulis (see [19])
who proved in 1968 that if f : M →M is a C1-diffeomorfism and µ is invariant for
f , then

hµ(f) ≤
∫
M

χf dµ.

Hence if f has positive metric entropy, then µ(L+(f)) > 0. In 1978 Ruelle extended
the previous inequality (to which we refer in the sequel as the Margulis-Ruelle in-
equality) to arbitrary C1-maps [32]. In fact the hypothesis on f can be somewhat
relaxed without altering Ruelle’s proof, see for instance Theorem 7.1. In [17] Hof-
bauer proved the inequality (for interval maps) under some hypotheses of piecewise
monotonicity (here infinitely many pieces are allowed) and bounded variation de-
rivative for f , also assuming the ergodicity of µ and hµ(f) > 0.

If µ is an acip, then it often happens

hµ(f) =

∫
I

χf dµ =

∫
I

Λf dµ =

∫
I

log |f ′| dµ,

which implies that hµ(f) > 0 and µ(L+(f)) > 0 are equivalent properties. The
equality hµ(f) =

∫
I

log |f ′| dµ was proved by Rohlin in 1961 under relatively strong

assumptions: f must be piecewise C1-diffeomorphic, each of the C1-pieces f |(ai−1,ai)

can be extended to a C1-map in [ai−1, ai], and derivatives have absolute value
greater than 1 [31]. Ledrappier proved that the expanding condition is [23], so we
call hµ(f) =

∫
I

log |f ′| dµ the Rohlin-Ledrappier formula in what follows.
Our next theorem shows that to prove the Rohlin-Ledrappier formula a piecewise

Lipschitz condition suffices. Recall that a map f : J → R is Lipschitz if there is a
number L > 0 (a Lipschitz constant for f) satisfying |f(y) − f(x)| ≤ L|y − x| for
every x, y ∈ J . We emphasize that when speaking about a piecewise Lipschitz map
no monotonicity condition on its pieces of continuity is required.

Theorem D (the Rohlin-Ledrappier formula). Let f : I → I be a piecewise Lips-
chitz map and let µ be an acip for f . Then 0 ≤ hµ(f) =

∫
I

log |f ′| dµ =
∫
I

Λf dµ <
∞.

In particular, hµ(f) > 0 if and only if µ(L+(f)) > 0.

The Rohlin-Ledrappier formula is a standard fact from interval ergodic theory
but to outsiders it may not be so well known. For instance it could be used to
prove the main result in [4] without a redundant hypothesis on the µ-integrability
of log |f ′|. It must be stressed that Ledrappier’s paper is very concise and difficult
to follow to non-specialists on the ergodic side of dynamics, and according to our
knowledge a complete, detailed and reader-friendly proof is not generally available.
Besides generalizing it, our paper intends to render this important result accesible to
a wider audience; in particular no serious knowledge of ergodic theory is expected.
In fact, a very nice thing on the Rohlin-Ledrappier formula is that it effectively
serves as a tutorial on this relevant topic: while checking the proof the reader
will become acquainted with such key notions as, among others, Birkhoff’s ergodic
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theorem, decomposition of an invariant measure into its ergodic components, and
the Perron-Frobenius operator.

We see that under rather mild conditions on f and µ, positive metric entropy
and µ(L+(f)) > 0 are equivalent and imply sensitivity to initial conditions with
respect to µ. There exist counterexamples for the converse statements with very
good differentiability properties (see Propositions 9.8-9.10). The last theorem of the
paper shows that these examples cannot be stretched further because, in particular,
it implies that if f is analytic and µ is an acip for f , then f cannot have sensitivity
with respect to µ unless hµ(f) > 0.

In what follows, we say that a critical point c of f is nonflat if there is n ≥ 2
such that f is of class Cn+1 in a neighbourhood of c and f (n)(c) 6= 0.

Theorem E. Let f : I → I be a C3-map with nonflat critical points and let µ be
an acip for f . If µ(S(f)) > 0, then hµ(f) > 0.

Notice that, as a corollary, if f : I → I is a C3-map with nonflat critical points
and µ is an acip, then hµ(f) > 0, µ(L+(f)) > 0 and µ(Sµ(f)) > 0 are equiva-
lent properties becoming, so to say, complementary pieces of evidence of the large,
intrinsic dynamical complexity of the map f .

3. Notation and some preliminary facts. Before going to the proof of our
theorems in the next sections we recall, and sometimes improve, some well-known
results on a variety of topics.

3.1. On partitions and conditional expectations. A good general reference
on the subject is [30, pp. 1–18].

Let (Ω,Σ) be a measurable space. When speaking about a partition of Ω we
always refer to a finite partition of Ω into elements of Σ. If A and B are partitions
of Ω, then we say that A ≤ B if for every B ∈ B there is some A ∈ A such that
B ⊂ A. Similarly, if C and D are subσ-algebras of Σ, then C ≤ D means that C ⊂ D.

If {An}mn=1 are partitions of Ω, then we denote by
∨m
n=1 An the partition con-

sisting of the sets A1 ∩ A2 ∩ · · · ∩ Am, with An ∈ An for every n. If {Cn}mn=1 are
subσ-algebras of Σ (here m = ∞ is possible), then

∨m
n=1 Cn denotes the smallest

subσ-algebra of Σ containing all σ-algebras Cn.
If A is a partition of Ω, then we use the same letter, but different type, to denote

the (finite) subσ-algebra A of Σ generated by A. Conversely, if C is a finite subσ-
algebra of Σ, then there is exactly one partition C of Ω with the property that C
is the subσ-algebra generated by C. Notice in passing that A ≤ B if and only if
A ≤ B, and that the subσ-algebra generated by

∨m
n=1 An is precisely

∨m
n=1An.

Let µ be a probability measure on Σ and let C be a subσ-algebra of Σ. The condi-
tional expectation operator given C, Eµ(·|C), associates to every map u ∈ L1(Ω,Σ, µ)
the unique µ-a.e. map Eµ(u|C) ∈ L1(Ω, C, µ) satisfying∫

C

Eµ(u|C) dµ =

∫
C

u dµ

for every C ∈ C. In the particular case when C is a finite subσ-algebra of Σ and
C = {C1, . . . , Cp} is the partition generating C, we have

Eµ(u|C) =

p∑
j=1

1Cj

∫
Cj
u dµ

µ(Cj)
.
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It is easy to check that if A ∈ Σ, then 0 ≤ Eµ(1A|C) ≤ 1. Hence, if A =
{A1, . . . , Ak} is a partition of Ω and C is a subσ-algebra of Σ, then the conditional
information of A given C, I(A|C), defined by

I(A|C) =

k∑
i=1

−1Ai logEµ(1Ai |C) = − log

k∑
i=1

1AiEµ(1Ai |C),

is nonnegative and we can define the conditional entropy of A given C, Hµ(A|C), by

Hµ(A|C) =

∫
Ω

I(A|C) dµ.

It turns out that I(A|C) is µ-integrable. Indeed we have Hµ(A|C) ∈ [0, log k] because∫
Ω

I(A|C) dµ =

∫
Ω

k∑
i=1

−Eµ(1Ai |C) logEµ(1Ai |C) dµ

(see [30, p. 10]), the convexity of the x log x map (which implies that if some

numbers xi ≥ 0 satisfy
∑k
i=1 xi = 1, then

k∑
i=1

−xi log xi ≤ log k, (1)

see [35, Theorem 4.2, p. 79]), and the obvious fact that
∑k
i=1Eµ(1Ai |C) = 1.

If C is finite and C is its corresponding partition, then

Hµ(A|C) =
∑
i,j

−µ(Ai ∩ Cj) log
µ(Ai ∩ Cj)
µ(Cj)

.

In particular, the entropy of the partition A, Hµ(A), is given by Hµ(A) = Hµ(A|N ),
where N is the trivial σ-algebra {∅,Ω}, that is,

Hµ(A) =
∑
i

−µ(Ai) logµ(Ai).

Some useful results concerning the previous notions are given below:

Proposition 3.1. Let (Ω,Σ, µ) be a probability space. Then the following statement
holds:

(i) If A, B, and C are partitions of Ω, then Hµ(A∨B|C) = Hµ(A|C)+Hµ(B|A∨C).
In particular, Hµ(A ∨B) = Hµ(A) +Hµ(B|A).

(ii) If A is a partition of Ω and C,D are subσ-algebras of Σ, then C ≤ D implies
Hµ(A|C) ≥ Hµ(A|D).

(iii) If A is a partition of Ω and (Cn) is an increasing sequence of subσ-algebras of
Σ, then (I(A|Cn)) converges to I(A|

∨
n Cn) almost everywhere and (H(A|Cn))

converges to H(A|
∨
n Cn) as n→∞.

Proof. Properties (i) and (ii) are, respectively, [30, Corollary 1.11, p.8 and Re-
mark 1.22, p.12]. Property (iii) is a consequence of the Doob martingale theorem
[3, Theorem 7.6.2, p. 298], see also [30, Theorem 2.2(i), p. 16].
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3.2. Metric entropy. Let (Ω,Σ, µ) be a probability space and assume that µ is
invariant for a measurable map f : Ω→ Ω. Notice that if A is a partition of Ω or C
is a subσ-algebra of Σ, and n ≥ 0, then the obviously defined f−n(A) or f−n(C) is
also a partition of Ω or a subσ-algebra of Σ, respectively. If A is a partition of Ω,
then the nonnegative number

hµ(f,A) = Hµ

(
A

∣∣∣∣∣
∞∨
n=1

f−n(A)

)
= lim
m→∞

1

m
Hµ

(
m−1∨
n=0

f−n(A)

)
is called the entropy of f with respect to the partition A (for a proof of the second
equality see, e.g, [30, pp. 24–25]).

The following important result, known as the Shannon-McMillan-Breiman the-
orem, provides an alternative way of computing the entropy of f with respect to a
given partition. Later on it will prove instrumental to understand the connections
between positive entropy and sensitivity. A good reference is [27, Theorem 1.2, p.
209].

Theorem 3.2. Let (Ω,Σ, µ) be a probability space, let f : Ω → Ω be a measurable
map, and assume that µ is invariant for f . Let A be a partition of Ω and, for
every x ∈ X and n ≥ 0, denote by An(x) the element of the partition

∨n−1
i=0 f

−i(A)
containing x. Then the limit

hµ(f,A, x) := lim
n→∞

− logµ(An(x))

n

exists for µ-a.e. x ∈ Ω, the map x 7→ hµ(f,A, x) is integrable, and

hµ(f,A) =

∫
X

hµ(f,A, x) dµ.

Moreover if µ is ergodic, then hµ(f,A, x) = hµ(f,A) for µ-a.e. x.

Now the (metric) entropy of f is defined by hµ(f) = suphµ(f,A), with the
supremum being taken over all partitions A.

A number of useful properties of entropy are listed below:

Proposition 3.3. Let (Ω,Σ, µ) be a probability space, let f : Ω→ Ω be a measurable
map and assume that µ is invariant for f . Then the following statements hold:

(i) hµ(fn) = nhµ(f) for every n ≥ 0.
(ii) Let B,C ∈ Σ, 0 < µ(B), µ(C) < 1. Assume that f(B) ⊂ B, f(C) ⊂ C,

µ(B ∩C) = 0 and µ(B ∪C) = 1. Consider the invariant probability measures
µB(A) = µ(A ∩ B)/µ(B) and µC(A) = µ(A ∩ C)/µ(C). Then hµ(f) =
µ(B)hµB (f) + µ(C)hµC (f).

(iii) If hµ(f) = 0, then µ(fn(A)) = µ(A) for every n ∈ Z and every A ∈ Σ.

If additionally Ω is a compact metric space X and Σ = B, then the following
statement holds:

(iv) Let (Pm)∞m=1 be an increasing sequence of partitions such that diamPm → 0
as m→∞. Then hµ(f) = limm→∞ hµ(f,Pm).

Proof. For (i) see [35, Theorem 4.13, p. 91]. For (ii) see [20, Corollary 4.3.17, p.
172]. Statement (iii) is [35, Corollary 4.14.2, p. 93]. Statement (iv) follows from
the obvious fact B =

∨∞
m=1 Pm and [35, Theorem 4.22, p. 99].
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3.3. On ergodicity. Birkhoff’s ergodic theorem is the most important result of
ergodic theory. For a proof see, e.g., [27, Theorem 1.1, pp. 89-90] or [35, Theo-
rem 1.14, p. 34]. When applied to the map 1A, and under the additional hypothesis
of ergodicity for µ, it implies that for µ-a.e. point x the frequency with which the
orbit of x hits the set A amounts to the measure of A, that is, time averages and
space averages are exactly the same.

When we say below that a measurable map u : X → [−∞,∞] has µ-integral,
then we mean that at least one of both integrals

∫
X
u+ dµ or

∫
X
u− dµ is finite

(recall that u+ = max{u, 0}, while we denote u− = −min{u, 0}).

Theorem 3.4. Let X be a compact metric space, let f : X → X be a Borel
measurable map, and assume that µ is invariant for f . Let u have µ-integral. Then∑n−1
r=0 u(fr(x))/n converges for µ-a.e. x ∈ X to a map u∗(x) having µ-integral and

such that
∫
X
u dµ =

∫
X
u∗ dµ. Moreover if µ is ergodic, then u∗ is constant µ-a.e,

that is, ∫
X

u dµ = lim
n→∞

∑n−1
r=0 u(fr(x))

n
for µ-a.e. x ∈ X.

In order to take most advantage of Birkhoff’s theorem one needs ergodicity. A
nice fact about this property is that it is often possible to assume it for an invariant
measure without loss of generality. The reason behind this is that every invariant
measure admits an ergodic decomposition [27, Theorem 6.4, p. 133].

Theorem 3.5. Let X be a compact metric space, let f : X → X be a Borel
measurable map, and assume that µ is invariant for f . Then, for µ-a.e. x, there
are ergodic invariant probability measures µx having the following property: if u has
µ-integral, then u has µx-integral for µ-a.e. x ∈ X, the map x 7→

∫
X
u dµx has

µ-integral, and ∫
X

u dµ =

∫
X

(∫
X

u dµx

)
dµ.

Remark 3.6. It is worth emphasizing that in the proofs of Theorems 3.4 and 3.5
we mentioned earlier, it is assumed that u is µ-integrable. With this restriction
Theorem 3.4 works for general probability spaces.

Concerning Theorem 3.5 our more general version easily follows from the stan-
dard one and the fact that any nonnegative measurable map is the increasing limit
of nonnegative integrable maps and the monotone convergence theorem.

Theorem 3.4 requires a bit of care. Again we can assume that u is nonnegative.
For every measure µx as in Theorem 3.5 we have that, regardless

∫
X
u dµx <∞ or∫

X
u dµx =∞ (in the second case we use again a monotone convergence argument)

u∗(y) =
∫
X
u dµx for µx-a.e. y; incidentally, one proves the special version of

Theorem 3.4 when µ is ergodic in similar fashion. Then the set A of points at which
u∗ is well defined has full µx-measure for every x, hence (applying Theorem 3.5 to
the map 1A) has full measure µ and it makes sense to calculate

∫
X
u∗ dµ even when∫

X
u dµ =∞. Now two possibilities arise. If u is integrable, then

∫
X
u dµ =

∫
X
u∗ dµ

is the standard version of Birkhoff’s theorem. If
∫
X
u dµ = ∞, then the standard

monotone convergence trick implies
∫
X
u∗ dµ =∞ as well.

Remark 3.7. From Theorem 3.2 and Proposition 3.3(iv) one can derive easily that,
with the notation of Theorem 3.5, hµ(f) =

∫
X
hµx(f)dµ. Hence hµ(f) > 0 if and

only if the set of points x such that hµx(f) > 0 has positive µ-measure. Informally
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speaking, the measure µx concentrates on the points towards the orbit of x ap-
proaches more often, so hµx(f) > 0 means that the dynamics of f when restricted
to these points is unpredictable enough. Notice that from this point of view a re-
pelling fixed point x (while featuring positive Lyapunov exponent and topological
sensitivity to initial conditions) does not contribute to the global complexity of f
because µx concentrates on {x}, so trivially hµx(f) = 0.

3.4. An equality related to the Perron-Frobenius operator. A standard way
to construct acips for interval maps is using the so-called Perron-Frobenius operator
(see, e.g., [8, Chapters 4 and 5, pp. 75–109]).

Assume that f : I → I is non-singular, that is, λ(A) = 0 implies λ(f−1(A)) =
0 for every A ∈ B. The Perron-Frobenius operator Pf carries every map u ∈
L1(I,B, λ) to the only map Pf (u) ∈ L1(I,B, λ), λ-a.e., satisfying∫

A

Pf (u) dλ =

∫
f−1(A)

u dλ

for every A ∈ B. It turns out that an absolutely continuous probability measure µ
is invariant for f if and only if its density ρ is a fixed point of the operator Pf , and
sometimes it happens that Pf has nice contraction properties guaranteeing that if
u is adequately chosen, then a subsequence of (Pnf (u)) converges to this fixed point.

If f is piecewise diffeomorphic with bounded derivative, then there is an easy
way to describe how the Perron-Frobenius works, namely

Pf (u)(z) =
∑

{y:f(y)=z}

u(y)

|f ′(y)|
for λ-a.e. z ∈ I

for every u ∈ L1(I,B, λ) [8, pp. 85–86]. Thus, if ρ is the density of an acip µ for f ,
then we get

ρ(z) =
∑

{y:f(y)=z}

ρ(y)

|f ′(y)|
for λ-a.e. z ∈ I

and also, because f is non-singular,

ρ(f(x)) =
∑

{y:f(y)=f(x)}

ρ(y)

|f ′(y)|
for λ-a.e. x ∈ I. (2)

In the rest of this subsection we extend (2) to the larger family of piecewise ab-
solutely continuous maps. Recall that a map f : J → R is absolutely continuous
if for every ε > 0 there is a number δ > 0 such that

∑
i(bi − ai) < δ implies∑

i |f(bi)− f(ai)| < ε whenever {(ai, bi)} is a finite family of pairwise disjoint open
subintervals of J . If f is absolutely continuous, then it is differentiable λ-a.e. (see
for instance [12, Proposition 5.5.3(i), p. 153]) and carries zero measure sets to zero
measure sets (this follows easily from the definition).

Also, recall that a set K is called perfect if it is closed and has no isolated points.
Since every closed set is the union of a perfect set and a countable set we get:

Lemma 3.8. If C ⊂ I is closed, then there is a perfect set K ⊂ C such that
λ(C) = λ(K).

The following important result is due to Whitney [36]. Recall that convC is the
smallest interval containing C.
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Theorem 3.9. If f is differentiable λ-a.e, then for every ε > 0 there are a closed
subset C ⊂ I and a C1-map g : convC → R such that λ(I \C) < ε and f(x) = g(x)
for every x ∈ C.

Lemma 3.10. Let f : I → I be differentiable λ-a.e. and let

B = {x ∈ I : f ′ exists and f ′(x) 6= 0}.

Then there are a family {Kj}∞j=1 of pairwise disjoint perfect subsets of B and cor-
responding C1-diffeomorphisms φj : convKj → conv f(Kj) having the following
properties:

(i) λ(
⋃
j Kj) = λ(B);

(ii) every φj extends f |Kj , that is, φj(x) = f(x) for every x ∈ Kj.

Proof. If λ(B) = 0, then there is nothing to prove. If λ(B) > 0, then there are a
closed set C ⊂ B with λ(C) > λ(B)/2 and a C1-map g : convC → R satisfying
g(x) = f(x) for every x ∈ C (Theorem 3.9). In view of Lemma 3.8, there is no
loss of generality in assuming that C is perfect. Since C ⊂ B, this also implies
g′(x) = f ′(x) 6= 0 for every x ∈ C. Since g is C1, there is a family of pairwise
disjoint closed intervals {Ij}rj=1 such that g′|⋃

j Ij
never vanishes and the set of points

x ∈ I \
⋃
j Ij with g′(x) 6= 0 has measure less than λ(C) − λ(B)/2. Additionally

we can assume that none of the endpoints of the intervals Ij is a one-sided isolated
point of C. Then the sets Kj = C ∩ Ij , 1 ≤ j ≤ r, are pairwise disjoint perfect
subsets of B satisfying λ(

⋃
j Kj) > λ(B)/2, and g extends each restriction f |Kj to

a C1-diffeomorphism between convKj and conv f(Kj).
We conclude the proof of the lemma by starting from B \

⋃r
j=1Kj and iterating

the process.

Lemma 3.11. Let f : I → I be piecewise absolutely continuous and let {Kj} be
the sets from Lemma 3.10. Then the following statements hold:

(i) if λ(N) = 0, then λ(f−1(N) ∩
⋃
j Kj) = 0;

(ii) λ(f(I \
⋃
j Kj)) = 0;

(iii) if µ is an acip for f , then µ(
⋃
j Kj) = 1;

(iv) f−1({f(x)}) ⊂
⋃
j Kj for λ-a.e. x ∈

⋃
j Kj.

Proof. To prove (i) it suffices to show λ(f−1(N) ∩ Kj) = 0 for every j, which

follows from f−1(N) ∩ Kj = φ−1
j (N ∩ φj(Kj)) for the diffeomorphism φj from

Lemma 3.10(ii).
Now we prove (ii). Let B be defined as in Lemma 3.10 and write N0 = B\

⋃
j Kj ,

N1 = {x ∈ I : f ′(x) does not exist}, and N2 = {x ∈ I : f ′(x) = 0}. We have
λ(N0) = 0 by Lemma 3.10(i) and λ(N1) = 0 because f is differentiable λ-a.e.
Moreover, λ(f(N0)) = λ(f(N1)) = 0 because f is piecewise absolutely continuous.
Finally, we use Lemma 3.8 and Theorem 3.9 to find perfect sets Ck ⊂ N2 and C1-
maps gk with λ(

⋃
k Ck) = λ(N2) and gk(Ck) = f(Ck). Since g′k(x) = f ′(x) = 0 for

every x ∈ N2 and gk is a C1-map, we have λ(f(Ck)) = λ(gk(Ck)) = 0 for every k.
Therefore λ(f(N2)) = 0. Since f(I \

⋃
j Kj) = f(N0) ∪ f(N1) ∪ f(N2), (ii) follows.

Assume that µ is an acip. We have just shown that λ(f(I \
⋃
j Kj)) = 0.

Then µ(f(I \
⋃
j Kj)) = 0 because µ is absolutely continuous and µ(I \

⋃
j Kj) ≤

µ(f−1(f(I \
⋃
j Kj))) = 0 because µ is invariant. We have proved (iii).
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Finally we prove (iv). If a point x is given, then f−1({f(x)}) ⊂
⋃
j Kj if and only

if x /∈ f−1(f(I \
⋃
j Kj)). Thus we must prove λ(f−1(f(I \

⋃
j Kj)) ∩

⋃
j Kj) = 0,

which follows from (i) and (ii).

Lemma 3.12. Let f : I → I be piecewise absolutely continuous and µ and acip for
f . Let ρ be the density of µ. Then ρ(f(x)) =

∑
{y∈

⋃
j Kj :f(y)=f(x)} ρ(y)/|f ′(y)| for

λ-a.e. x ∈
⋃
j Kj.

Proof. Let P ⊂ I be a measurable set. Then∫
P

ρ dλ = µ(P ) = µ(f−1(P )) =

∫
f−1(P )

ρ dλ

=
∑
j

∫
Kj∩f−1(P )

ρ dλ+

∫
(I\

⋃
j Kj)∩f−1(P )

ρ dλ

=
∑
j

∫
Kj∩f−1(P )

ρ dλ =
∑
j

∫
Kj∩φ−1

j (P )

ρ dλ

=
∑
j

∫
φj(Kj)∩P

ρ

|φ′j |
◦ (φj |Kj )−1 dλ

=

∫
P

∑
j

1φj(Kj) ·

(
ρ

|φ′j |
◦ (φj |Kj )−1

)
dλ

=

∫
P

∑
j

1f(Kj) ·
(

ρ

|f ′|
◦ (f |Kj )−1

)
dλ;

we have used that µ is an acip, Lemma 3.11(iii), and the change of variables theorem.
Recall also that f ′(x) = φ′j(x) for λ-a.e. x ∈ Kj because Kj is perfect.

Since the set P was arbitrarily chosen, we see that ρ =
∑
j 1f(Kj) · ((ρ/|f ′|) ◦

(f |Kj )−1) λ-a.e, that is,

ρ(z) =
∑

{y∈
⋃
j Kj :f(y)=z}

ρ(y)

|f ′(y)|
for λ-a.e. z ∈ I.

Then

ρ(f(x)) =
∑

{y∈
⋃
j Kj :f(y)=f(x)}

ρ(y)

|f ′(y)|
for λ-a.e x ∈

⋃
j

Kj

by Lemma 3.11(i).

Putting together Lemmas 3.10, 3.11(ii), 3.11(ii)(iv), and 3.12 we conclude:

Theorem 3.13. Let f be a piecewise absolutely continuous map, let µ be an acip
for f and let ρ be the density of µ. Then there are a family {Kj}∞j=1 of pairwise dis-
joint perfect sets and corresponding C1-diffeomorphisms φj : convKj → conv f(Kj)
having the following properties:

(i) λ(f(I \
⋃
j Kj)) = 0;

(ii) every φj extends f |Kj ;
(iii) f−1({f(x)}) ⊂

⋃
j Kj and ρ(f(x)) =

∑
{y:f(y)=f(x)} ρ(y)/|f ′(y)| for λ-a.e.

x ∈
⋃
j Kj.
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3.5. Negative Schwarzian derivative. If J,K are intervals, f : J → K is a C3-
map, and x ∈ J is not a critical point of f , then the Schwarzian derivative of f at
x, Sf(x), is defined by

Sf(x) =
f ′′′(x)

f ′(x)
− 3

2

(
f ′′(x)

f ′(x)

)2

.

Notice that we may use the symbol “S” to denote both the Schwarzian derivative
of a map and its set of sensitive points. Its correct meaning will always be clearly
inferred from the context.

Maps with negative Schwarzian derivative are very important in one-dimensional
dynamics. The reason is the following. If two diffeomorphisms f : J → K and
g : K → L have negative Schwarzian derivative, then S(g ◦ f) < 0 (see, e.g., [13,
Proposition 11.3, p. 69]). On the other hand if Sf < 0, then the well-known
Koebe lemma allows us to estimate its distortion regardless which map f exactly
is. Combining both facts, if f : I → I and Sf < 0 outside the critical points of f ,
then one can often get very good control of the “nonlinearity” of simultaneously all
iterates of f .

Next we formulate a version of Koebe’s lemma (see [7, Lemma 3.4]) that suits
our purposes. If δ > 0 and K is a subinterval of an interval J with the property
that both components of J \K have at least length δλ(J), then we call J a δ-scaled
neighbourhood of K.

Lemma 3.14. If ϕ : J → R has negative Schwarzian derivative and K ⊂ J is an
interval such that ϕ(J) is a δ-scaled neighbourhood of ϕ(K), then

λ(A)/λ(K) ≥
(

δ

1 + δ

)2

λ(ϕ(A))/λ(ϕ(K))

for every measurable set A ⊂ K.

The following lemma allows us to construct maps with negative Schwarzian de-
rivative and prescribed (usual) derivatives at the endpoints of the interval. In what
follows 〈a, b〉 denotes the smallest connected set containing {a, b}.

Lemma 3.15. Let J = 〈a, b〉 and K = 〈c, d〉 be compact intervals. Let u, v ∈ R
and assume that the numbers u, v, and e := (d − c)/(b − a) have the same sign
and |u|, |v| < |e|. Then there is a diffeomorphism ϕ : J → K having the following
properties:

(i) ϕ(a) = c, ϕ(b) = d;
(ii) ϕ′(a) = u, ϕ′(b) = v;

(iii) min{|u|, |v|} ≤ |ϕ′(x)| ≤ |e|+ (2|e| − |u| − |v|)/3 for every x ∈ J ;
(iv) Sϕ < 0.

Proof. Clearly, there is no loss of generality in assuming a = c = 0, b = d = 1, and
0 < u, v < 1. Next we show that the restriction of ϕ(x) = (v + u− 2)x3 + (3− v −
2u)x2 + ux to I does the job.

A routine calculation shows that ϕ is a diffeomorphism on I and that (i) and
(ii) are satisfied. Moreover, the equation ϕ′(x) = 0 has two distinct real roots
and hence, according to [13, Proposition 11.2, p. 69], ϕ has negative Schwarzian
derivative outside its critical points, in particular in I. Finally, it can be checked
that

min
x∈I

ϕ′(x) = min{u, v},
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and

max
x∈I

ϕ′(x) = u+
2− u− v

3
+

2(1− u)

3
+

(1− u)2

3(2− u− v)

< u+
2− u− v

3
+

2(1− u)

3
+

(1− u)2

3(1− u)

= 1 +
2− u− v

3
,

from which (iii) follows.

4. Positive entropy implies sensitivity. In this section we demonstrate Theo-
rem A.

First we prove (i). To this aim we use [35, Lemma 8.5, p. 187] to find a partition
A = {P1, P2, . . . , Pk} of X such that diamA is very small and having the additional
property that the union set N of the boundaries of the sets Pi has zero measure.
Due to Proposition 3.3(iv) we can assume additionally hµ(f,A) > 0.

According to Theorem 3.2 there are a number θ > 1 and a set C such that
µ(C) > 0 and hµ(f,A, x) > log θ for every x ∈ C. Now, with the notation of
Theorem 3.2, we can find a set C ′ ⊂ C whose measure is very close to that of C
(in particular µ(C ′) > 0) and a number n0 such that − logµ(An(x))/n > log θ, and
hence

µ(An(x)) <
1

θn
, (3)

for every x ∈ C ′ and n ≥ n0.
Let ε > 0 be small enough so that kε < θ. If δ > 0 is also very small, then the

set of points M = {x ∈ X : dist(x,N) ≤ δ} has measure less than εµ(C ′). Now
Theorem 3.4, when applied to the map u = 1M , implies that there are a subset C ′′

of C ′ of positive measure and a number n1 such that

Card{0 ≤ i < n : f i(x) ∈M} < εn (4)

for every x ∈ C ′′ and n ≥ n1.
We claim that µ(C ′′ ∩ Sµδ (f)) = µ(C ′′) > 0, which finishes the proof. By way

of contradiction we assume that D ∩ Sµδ (f) = ∅ for a subset D of C ′′ of positive
measure. Then, for every x ∈ D, there exist a neighbourhood U(x) of x and
U ′(x) ⊂ U(x) with µ(U ′(x)) = µ(U(x)) such that dist(fn(x), fn(y)) ≤ δ for every
n ≥ 0 and y ∈ U ′(x). Since Borel subsets of X can be approached in measure from
below by compact sets we can suppose that D is compact, which allows us to find
a finite cover U(x1), . . . , U(xR) of D (hence U ′(x1), . . . , U ′(xR) cover a subset D′

of D such that µ(D′) = µ(D)).
We define

Aα = {x ∈ I : f i(x) ∈ Pαi , 0 ≤ i < n}
for every finite sequence α = (α0, . . . , αn−1) ∈ {1, . . . , k}n. Let n ≥ n1. If y ∈
U ′(xr) for some 1 ≤ r ≤ R and 0 ≤ i < n, then either f i(y) and f i(xr) belong
to the same set of the partition A or f i(xr) ∈ M . Since the number of indexes i
for which the second alternative holds is bounded by εn (4), we see that for every
number r the family of sequences α ∈ {1, 2, . . . , k}n with the property that Aα
intersects U ′(xr) has cardinality at most kεn. Hence the family Fn of sequences
α ∈ {1, . . . , k}n such that Aα intersects D′ has cardinality at most Rkεn.
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Notice that if x ∈ Aα for some α ∈ {1, . . . , k}n, then Aα = An(x). Since
D′ ⊂ D ⊂ C ′′ ⊂ C ′, (3) implies

µ(D′) ≤
∑
α∈Fn

µ(Aα) ≤ Rkεn

θn

for every n ≥ max{n0, n1}. Thus µ(D) = µ(D′) = 0 and we have arrived at the
desired contradiction.

The proof of (ii) involves no significant changes. In this case, if the number
0 < κ < 1 is given, then the ergodic versions of Theorems 3.4 and Theorem 3.2
allow to get µ(C ′′) > 1 − κ and hence µ(C ′′ ∩ Sµδ (f)) = µ(C ′′) > 1 − κ as before.
Since κ > 0 was arbitrarily chosen, we get µ(Sµδ (f)) = 1.

Finally we prove (iii). We know that µ(Sµδ (f)) = 1 for some δ > 0 by (ii). Assume
that x ∈ X does not belong to Sµδ/2(f). Then there are an open neighbourhood U of

x and a full measure subset U ′ of U such that dist(fn(x), fn(z)) ≤ δ/2 for every n ≥
0 and z ∈ U ′. Since suppµ = I and µ(Sµδ (f)) = 1, U ′ ∩Sµδ (f) has positive measure
(hence it is nonempty). Take y ∈ U ′ ∩ Sµδ (f) and a find a neighbourhood V of y
contained in U . Let z ∈ V ′ = V ∩U ′. Then dist(fn(y), fn(z)) ≤ dist(fn(y), fn(x))+
dist(fn(x), fn(z)) ≤ δ/2 + δ/2 = δ for every n and z ∈ V ′, which contradicts
y ∈ Sµδ (f).

5. Positive Lyapunov exponents imply sensitivity. We devote this section to
prove Theorem B. Before doing so, two preparatory lemmas are required.

Let f : I → I be piecewise monotone. If P : 0 = a0 < a1 < · · · < ak = 1 is a
finite set of points such that f |(ai−1,ai) is monotone for every i, then we call P a
singular set (for f). We emphasize that P need not be maximal with the required
property.

We say that an open interval J ⊂ I is substantial for a measure µ if J ∩ suppµ
accumulates at both endpoints of J .

Lemma 5.1. Let f : I → I be piecewise monotone, let P be a singular set, and
let µ be an absolutely continuous probability measure. Then, for µ-a.e. x ∈ L+(f),
there is a number δ = δ(x) > 0 with the following property: if U is a neighbourhood
of x, then there are a substantial interval J ⊂ U and an integer n such that fn|J is
continuous and monotone and λ(fn(J)) > δ.

Proof. For every pairm, l of positive integers let Lm,l be the set of points x satisfying
|(fn)′(x)| > (1 + 1/m)n for every n ≥ l. Then

⋃
m,l Lm,l is the set L+(f) of all

points having positive Lyapunov exponent. Using the Lebesgue density theorem
and the absolute continuity of µ we take off every set Lm,l a set of zero µ-measure
so that all points of the resultant set L′m,l are density points. In particular, every

neighbourhood in L′m,l of each of its points has positive Lebesgue measure. We can

assume that L′m,l ⊂ suppµ for every m and l.

Fix arbitrarily m and l. Let k be an integer such that (1 + 1/m)k > 6 and find
a small δ > 0 so that:

• the distance between consecutive points of P is greater than δ;
• if J is a δ-singular interval and i < k, then either f i(J) is just one point or
f i(J) ∩ P = ∅.

We prove that all points from L′m,l have the required property in the lemma for this

δ. Since µ(
⋃
m,l L

′
m,l) = µ(L+(f)), the lemma follows.
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Assume to the contrary that there is a point x ∈ L′m,l and an interval U neigh-

bouring x, λ(U) < δ, with the property that if J is a substantial subinterval of
U , fr(J) ∩ P 6= ∅ for some r ≥ 1, and f i(J) ∩ P = ∅ for every 0 ≤ i < r, then
fr(J) ⊂ (a− δ, a+ δ) for some a ∈ P . In particular, fr(J) intersects at most three
elements from the partition P consisting of the points of P and the intervals having
them as their endpoints.

Let A = L′m,l ∩U and recall that λ(A) > 0. Clearly, the number of sets from the

partition Pn =
∨n−1
i=0 f

−i(P) containing points from A is less than 31+n/k, which

means that for every n there is a set An ⊂ A with λ(An) > λ(A)/31+n/k that is
contained in some Pn ∈ Pn. Observe that Pn is a nondegenerate interval and that
fn is continuous and monotone on Pn. Further, An ⊂ Lm,l implies that no point
of An belongs to an interval of constancy of fn. In particular, fn is one-to-one on
An. Therefore we have

λ(fn(An)) > (1 + 1/m)nλ(An) > λ(A)2n/k/3

for every n ≥ l. If n is large enough, we arrive at the contradiction λ(fn(An)) >
1.

Let P be a singular set. We introduce the set of symbols P± = {a−, a+ : a ∈ P}\
{0−, 1+}. If δ > 0 is less than the distance between every pair of consecutive points
of P , then we call each of the intervals Pδ(a−) := (a− δ, a) and Pδ(a+) := (a, a+ δ)
a δ-singular interval (for P and f), or just a singular interval if no emphasis on δ
is needed.

We say that b ∈ P± is expanding if there is a number δ such that, for every ε > 0,
there is a positive integer n such that the length of some component of fn(Pε(b))
is greater than δ.

Finally, an interval J ⊂ I is said to be a homterval for f if f |fn(J) is continuous
and monotone for every n ≥ 0.

Lemma 5.2. Let f : I → I be a piecewise monotone map having no homtervals
and let P be a singular set for f .

(i) If every b ∈ P± is expanding, then there is δ > 0 such that if J is a subinterval
of I and n is large enough then the length of some component of fn(J) is
greater than δ.

(ii) If the set N ⊂ P± of non-expanding symbols is non-empty, then for every
ε > 0 and every b ∈ N there are numbers 0 < νb,ε ≤ ε with the following
property: if b ∈ N and k = k(b, ε) is the first positive integer such that
fk(Pνb,ε(b)) intersects P , then λ(f i(Pνb,ε(b))) ≤ ε for every 0 ≤ i < k and

fk(Pνb,ε(b)) ⊂ N ∪
⋃
b′∈N Pνb′,ε(b

′).

Proof. We prove (i). Since every b ∈ P± is expanding there is a number δ′ > 0
with the property that, for every ε > 0 and every b ∈ P±, there is a positive integer
n (depending on ε and b) such that some component of fn(Pε(b)) has length less
than δ′. Let Q be a partition of I into intervals of lengths smaller than δ′/2. The
absence of homtervals implies that there is a finite family R of singular subintervals
of I with the following property: if Q ∈ Q, then fn(Q) ⊃ R for some R ∈ R and
n = n(Q) ≥ 1. On the other hand if R ∈ R, then, since all b ∈ P± are expanding,
fm(R) ⊃ Q for some Q ∈ Q and m = m(R) ≥ 1.

Let δ > 0 be such that all sets f i(Q), 0 ≤ i < n(Q), and f j(R), 0 ≤ j < m(R),
have some component of length greater than δ. If J is a subinterval of I then there
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are some k ≥ 0, b ∈ P± and ε > 0 such that fk(J) ⊃ Pε(b), and hence some l ≥ k
and Q ∈ Q such that f l(J) ⊃ Q. Thus, if n ≥ l, some component of fn(J) has
length greater than δ. This proves (i).

Now we prove (ii). We assume ε > 0 to be smaller than the minimum distance
between consecutive points of P . We can further assume that if all components of
all sets fn(Pν(b)), n ≥ 0, have length at most ε for some number ν > 0 and some
symbol b ∈ P±, then b ∈ N . For every b ∈ N let νb,ε be the maximum number ν
with this property. We claim that the numbers νb,ε do the work.

Suppose not to find a symbol b ∈ N such that fk(Pνb,ε(b)) 6⊂ N ∪
⋃
b′∈N Pνb′,ε(b

′)

for the first positive integer k such that fk(Pνb,ε(b)) intersects P (such a number
k exists because of the absence of homtervals for f). Let ν < νb,ε be close enough
to νb,ε so that f i(Pν(b)) ∩ P = ∅ for every 0 ≤ i < k and fk(Pν(b)) 6⊂ N ∪⋃
b′∈N Pνb′,ε(b

′). Then there is a subinterval J of Pν(b) satisfying fk(J) = Pδ(c)

such that either c ∈ P± \N or δ > ν(c, ε). Since all components of all sets fn(Pν(b))
have length at most ε, the same is true for the components of the sets fn(Pδ(c)).
Hence c ∈ N and δ ≤ ν(c, ε), a contradiction.

Remark 5.3. If the numbers ν(b, ε) are chosen as in the proof of Lemma 5.2(ii),
then none of the intervals f i(Pνb,ε(b)), 0 ≤ i < k(b, ε), can be a singular
interval Pδ(c) for some expanding c. Consequently, if we denote Aε =⋃
b∈N

⋃k(b,ε)−1
i=0 f i(Pνb,ε(b)), then there is a number d = d(ε) such that Aε∩Pd(c) = ∅

for every expanding symbol c.

Proof of Theorem B. The first statement of Theorem B follows from Lemma 5.1.
We prove now the second statement of Theorem B. The hypotheses µ(L+(f)) = 1

and suppµ = I prevent f to have homtervals. Indeed, if J is a homterval then
µ(J) > 0 (because µ(O) > 0 for every open set O). Since µ(L+(f)) = 1, Lm,l ∩ J
has positive µ-measure (and therefore, by the absolute continuity of µ, positive
Lebesgue measure) for some of the sets

Lm,l = {x ∈ I : |(fn)′(x)| > (1 + 1/m)n for every n ≥ l}.

Since fn is one-to-one on Lm,l ∩ J for every n, we get λ(fn(Lm,l ∩ J)) > (1 +
1/m)nλ(Lm,l ∩ J) for every n ≥ l, a contradiction.

Now we assume that one of the conditions (a), (b) or (c) holds. Let P be a
singular set for f (if (a) holds then we choose it with the additional property that
the restriction of f to every pair of consecutive points of P is a C2-diffeomorphism;
if (c) holds then P is the set E of discontinuities and local extrema of f). In view
of Lemma 5.2(i) it suffices to show that every b ∈ P± is expanding. Suppose not
and denote by N the set of non-expanding symbols.

Notice that, because of the absolute continuity of µ, the set T of points such that
fn(x) /∈ P for all integers n ≥ 0 has full µ-measure. Let

Aε =
⋃
b∈N

k(b,ε)−1⋃
i=0

f i(Pνb,ε(b))

for every ε > 0 (Lemma 5.2(ii)). Then Aε is a finite union of open intervals
containing no singular points, it is “almost” invariant by f (in the sense that
f(T ∩ Aε) ⊂ T ∩ Aε), and it is at a “positive distance” of all expanding symbols
(Remark 5.3).
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We must consider separately the cases when (a), (b) or (c) holds. If (c) holds,
then we have P = E and f(Aε) ⊂ Aε whenever ε is small enough. This implies the
existence of homtervals for f , a contradiction.

Henceforth we can assume that (a) or (b) holds. Fix ε0 > 0 and notice that
Aε ⊂ Aε0 for all small numbers ε > 0. We claim that if ε is one of such numbers,
then

for µ-a.e. x ∈ Aε0 there is an n(x) ≥ 0 such that fn(x)(x) ∈ Aε. (5)

Assume that (a) holds. Recall that if x ∈ T ∩ Aε0 , then none of its iterates is
“near” to an expanding singular symbol. Then (5) follows from a result by Mañé [26]
according to which if f is piecewise C2-diffeomorphic with respect to P and it has
no homtervals then, for every δ > 0, the set of points x such that dist(fn(x), P ) ≥ δ
for every n ≥ 0 has zero Lebesgue measure and hence zero µ-measure. If (b) holds,
then we can prove an even stronger fact: Aε0 \ Aε is finite. In the opposite case
there would exist an open interval J ⊂ Aε0 \ Aε (for both Aε0 and Aε are finite
union of intervals). Taking if necessary a smaller interval we can assume that J
is homeomorphically mapped by some f l onto a singular interval K ⊂ Aε. Recall
that the set of recurrent points of f has full µ-measure because µ is invariant for f .
In particular, if A is the set of recurrent points from T ∩ J , then µ(J) > 0 implies
µ(A) > 0, hence A 6= ∅. Since fn(A) ⊂ Aε for every n ≥ l, we see that A cannot
contain any recurrent point, a contradiction.

Thus if (a) or (b) holds, then (5) holds as well. Since µ(L+(f)) = 1, we can
use Lemma 5.1 to find A ⊂ T ∩ Aε0 with µ(A) > 0 and a number δ > 0 such that
if x ∈ A and U is a neighbourhood of x, then some component of some iterate of
U has length greater than δ. Take ε < δ and use (5) to find an x ∈ A such that
fm(x) ∈ Aε for some m. Notice that f is continuous at all points of the orbit of x
(because x ∈ T ), so we can find a small neighbourhood U of x and a number l such
that f l maps homeomorphically U into some interval Pν(b, ε)(b) and λ(f i(U)) ≤ ε
for every 0 ≤ i < l. Now we apply Lemma 5.2(ii) to get that, in fact, all components
of all iterates of U have length at most ε. This is a contradiction.

6. Proof of Theorem C. In this section we construct a C1-map g : I → I with
exactly one critical point satisfying λ(L+(g)) = 1 but not having full sensitivity to
initial conditions.

Let (κn)∞n=0 be a sequence of positive numbers such that:

• κ1 > 2κ2
0/(1− κ0);

•
∑
n κn < 1;

• the sequence (κn/κn+1) decreases to 1;

for instance one could take κn = 1/(n+ 3)2. Let x0 = 1/15, x1 = 4/15, x2 = 7/15,
x3 = 2/3, x4 = 13/15, and x5 = 29/30. Write I0,1 = [x3, x4], J0,1 = (x2, x3),
α0 = λ(I0,1) = 1/5, β0 = λ(J0,1) = 1/5, and define, for every positive integer

n, numbers αn and βn, compact intervals (In,i)
2n

i=1, and open intervals (Jn,j)
2n−1

j=1

satisfying the following properties:

• λ(In,i) = αn, λ(Jn,j) = βn;
• every interval In−1,i is the disjoint union of the consecutive intervals (from

left to right) In,2i−1, Jn,i, and In,2i;
• βn = κn−1αn−1.

Observe that
αn
αn+1

=
2

1− κn
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Figure 1. The graph of the map f0.

for every n ≥ 0, and
βn
βn+1

=
2

1− κn−1

κn−1

κn
for every n ≥ 1. Also,

β0

β1
=

1

κ0
>

2κ0

(1− κ0)κ1
=
β1

β2

by hypothesis. Hence

the sequences (αn/αn+1) and (βn/βn+1) decrease to 2. (6)

Thus, if we define B =
⋂∞
n=0

⋃2n

i=1 In,i, then (6) implies that B is a Cantor type
set. Moreover, notice that

λ

(
2n⋃
i=1

In,i

)
= 2nαn = 2n−1(1− κn−1)αn−1 = · · · = 1

5

n−1∏
l=0

1− κl.

Since
∑
n κn < 1, we get λ(B) > 0.

We construct our map g via a double iterative process. First we define induc-
tively a sequence (fn) of continuous interval maps. Let ϕ : [0, x0] → [0, x2] be an
increasing diffeomorphism with negative Schwarzian derivative satisfying ϕ′(0) = 4
and ϕ′(x0) = 1. Notice that such a map exists by Lemma 3.15. We define f0 : I → I
by

f0(x) =



ϕ(x) if x ∈ [0, x0],

x+ 6/15 if x ∈ [x0, x2],

13/15 if x ∈ [x2, x3],

43/15− 3x if x ∈ [x3, x4],

2− 2x if x ∈ [x4, 1].

See Figure 1.
Assume that fn is already defined. Then we define fn+1 so that it equals fn

outside the intervals In,i. Further, if 1 ≤ j ≤ 2n, then the interval In+1,j is mapped
affinely by fn+1 onto the interval In,2n−j+1, and if 2n + 1 ≤ j ≤ 2n+1, then then
interval In+1,j is mapped affinely by fn+1 into the interval [x1, x2], and by f2

n+1

onto the interval In,2n+1−j+1 for every . In particular, observe that every interval
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Figure 2. The graph of the map f1.

In+1,j (which has length αn+1) is mapped onto an interval of length αn. Finally
we use Lemma 3.15 to define fn+1 on every interval Jn+1,j , so that it has negative
Schwarzian derivative on the whole interval Jn+1,j and derivative −2 at its end-
points. We emphasize that every interval Jn+1,j (which has length βn+1) is either
mapped by fn+1 onto some interval Jn,k, or into [x1, x2] and then onto some interval
Jn,k. Thus, in any case, the corresponding interval fn+1(Jn+1,j) has length βn, the
ratio λ(fn+1(Jn+1,j))/λ(Jn+1,j) is greater than 2 (recall (6)), and we can safely use
Lemma 3.15. See Figure 2.

Clearly, the sequence (fn) converges uniformly to a map f that equals f0 outside
[x3, x4] and maps homeomorphically [x3, x4] onto [x1, x4]. Moreover, the ratios
λ(f(In,i))/λ(In,i) = αn+1/αn and λ(f(Jn,j))/λ(Jn,j) = βn+1/βn tend to 2 as n→
∞ by (6), which guarantees that f ′(x) = −2 for every x ∈ B\{x3, x4}, and the same
is true for the corresponding one-sided derivatives f ′r(x3) and f ′l (x4). (Indeed we
have f ′(x4) = −2 because of the way f was defined at [x4, 1].) Now it is important
to realize that f ′, when restricted to the intervals Jn,j , goes uniformly to −2 as
n→∞, because we used Lemma 3.15 to define our maps fn there, hence property
Lemma 3.15(iii) applies. We conclude that the restriction of f to I \ [x2, x3] is a
C1-map.

Finally, we get our desired map g by taking f as the starting point of a new
iterative process, based on the ∗-operation we next introduce. Let h : I → I be a
continuous map satisfying h(0) = h(1) = 0. Then the map f ∗ h : I → is defined by

(f ∗ h)(x) =

{
13/15 + g(10/3− 5x)/10 if x ∈ [x2, x3],

f(x) otherwise.
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Figure 3. The graph of the map g2 = f ∗ f .

Thus, the graph of f ∗ h consists of the symmetrical rescaled graph of g inside the
rectangle [x2, x3]× [x4, x5] and the graph of f outside it. Notice that (f ∗ h)3 maps
[x2, x3] into itself and its restriction to this interval is topologically conjugated to
h via a decreasing affine map. More precisely, if ρ : [x2, x3] → [0, 1] is defined by
ρ(x) = (x3 − x)/(x3 − x2), then (f ∗ h)3|[x2,x3] = ρ−1 ◦ h ◦ ρ.

Let σ : [x4, x5] → [0, 1] be given by σ(y) = (y − x4)/(x5 − x4). Let K1 =
[x2, x3], T1 = [x4, x5], and g1 = f , and define inductively Km = ρ−1(Km−1),
Tm = σ−1(Tm−1), and gm = f ∗ gm−1 for every m > 1. It is easy to check that
(Km) and (Tm) are decreasing sequences of intervals, the lengths of Km and Tm
being, respectively, one-fifth and one-tenth of those of Km−1 and Tm−1. Moreover,
every gm equals gm−1 outside Km−1 and consists of the rescaled graph of g (if m
is odd) or the symmetrical rescaled graph of g (if m is even) inside the rectangle
Km × Tm. See Figure 3.

Thus (gm) converges to a map g having exactly one turning point c, the intersec-
tion point of all intervals Km, with g(c) being the intersection point of all intervals
Tm. Notice that the derivative of g is well defined at the points connecting the
consecutive “pieces” the function g is made of. The reason is that the length of K1

is twice that of T1, while f ′(0) = 4 = −2f ′r(x3) and f ′(1) = 2 = −2f ′l (x2). This,
together with the fact that the ratios λ(Tm)/λ(Km) go to zero as m→∞, implies
that g is a C1-map having c as its only critical point. We claim that it is the map
we are looking for.

The map g has a key feature: g ∗ g = g. As a consequence, every g3m maps Km

into itself and its restriction to Km is affinely conjugated to g itself. Furthermore,
it is plain to see that the lengths of the intervals f i(Km), 0 ≤ i < 3m, decrease
uniformly to zero. Then c cannot be sensitive and g cannot have full sensitivity.

Now we must show that λ(L+(g)) = 1. Let C = B ∩ I1,1, R = B ∩ I1,2, and
L = g(R). Recall that g′ equals 1 in L and equals −2 both in C and R, and notice



LYAPUNOV EXPONENTS, ENTROPY AND SENSITIVITY 455

that g(L) = g(C) = C ∪R. Let µ be the probability measure defined by

µ(A) =
λ(A ∩ L)

3λ(L)
+
λ(A ∩ C)

3λ(C)
+
λ(A ∩R)

3λ(R)

for every Borel set A. We claim that µ is invariant for g (in fact it is an acip,
its density being ρ = 1L∪C∪R/λ(L ∪ C ∪ R), but this is not important here). If
suffices to check that µ(g−1(A)) = µ(A) for every set A that is a subset either of
L, C, or R. For instance, assume that A ⊂ C (the cases A ⊂ L and A ⊂ R can be
dealt with in similar fashion). Then there are sets AL ⊂ L and AC ⊂ C such that
g(AL) = g(AC) = A and AL ∪AC = g−1(A). Thus,

µ(g−1(A)) = µ(AL) + µ(AC)

=
λ(AL)

3λ(L)
+
λ(AC)

3λ(C)
=

λ(A)

6λ(C)
+
λ(A)/2

3λ(C)
=

λ(A)

3λ(C)
= µ(A).

We have proved that µ is an acip for g. Since µ and λ have the same zero
measure sets in D0 := L ∪ C ∪ R and log |f ′| is µ-integrable, Birkhoff’s ergodic
theorem (Theorem 3.4) implies that Λg(x) is well defined Λ-a.e. x ∈ D0. We have
g(D0) = D0 and g′(x) = 1 or g′(x) = −2 for every x ∈ D0. Moreover, g′(x) = 1
implies g′(g(x)) = −2 for every such x. Then we get Λg(x) > 0 for λ-a.e. x ∈ D0.

Recall that the restriction of g3m to Km is conjugated to g via an affine map
ρm : Km → I (so ρ1 is the previously defined map ρ). Write Dm = ρ−1

m (D0) and
fix m. From our previous reasoning we know that

lim
l→∞

log |(g3ml)′(x)|
3ml

> 0 for λ-a.e. x ∈ Dm.

Observe that there are positive numbers rm depending only on m with 1/rm <
|g′(gk(x))| < rm for every x ∈ Dm and every k ≥ 0. Consequently if x ∈ Dm, then

|(g3ml)′(x)|
r−3m
m

< |(gk)′(x)| < |(g3ml)′(x)|r3m

m

and

log |(g3ml)′(x)|
3m(l + 1)

− log rm
l + 1

<
log |(gk)′(x)|

k
<

log |(g3ml)′(x)|
3ml

+
log rm
l

whenever 3ml ≤ k < 3m(l + 1). Therefore,

lim
k→∞

log |(gk)′(x)|
k

= lim
l→∞

log |(g3ml)′(x)|
3ml

> 0 for λ-a.e. x ∈ Dm.

Since g is a C1-map with a single singular point, it is non-singular. Therefore, to
finish the proof it suffices to show that for λ-a.e. x ∈ I there are some nonnegative
numbers k and m satisfying gk(x) ∈ Dm. In other words, if we define the sets
Om =

⋂∞
l=0 g

−l (I \
⋃m
i=0Di), then we must prove that λ(Om)→ 0 as m→∞. We

do this by showing that if U is a component of Om \ {0, 1} for some m, then there
is a number ε > 0 not depending on m such that λ((I \Om+1) ∩ U)/λ(U) > ε.

Let U be such interval. Because of the definition of g, there is an iterate of g
diffeomorphically mapping the closure of U onto Km; moreover, either this diffeo-
morphism is affine, or it has negative Schwarzian derivative. Observe that Km is
a 2/15-scaled neighbourhood of an interval containing Dm+1 and that the number
λ(Dm+1)/λ(Km) does not depend on m. Then the existence of the required number
ε follows from Lemma 3.14.
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7. Positive Lyapunov exponents and positive entropy are equivalent: The
Rohlin-Ledrappier formula. This section is organized as follows. First we just
assume invariance for µ to get the Margulis-Ruelle inequality; then we add abso-
lutely continuity and prove a number of lemmas from which the Rohlin-Ledrappier
formula will immediately follow.

We need this version of the inequality (recall that χf = Λ+
f = max{Λf , 0}):

Theorem 7.1 (the Margulis-Ruelle inequality). Let f : I → I be a piecewise
Lipschitz map, let µ be an invariant probability measure for f , and assume that f
is differentiable µ-a.e. Then hµ(f) ≤

∫
I
χf dµ <∞.

We emphasize that every piecewise Lipschitz map is piecewise absolutely contin-
uous, hence it is differentiable λ-a.e. Thus the µ-a.e differentiability condition is
automatically satisfied when µ is an acip.

It is worth noticing that Ledrappier misquotes the Margulis-Ruelle inequal-
ity in [23] by saying that if f is C1 and µ is invariant for f , then hµ(f) ≤
max{0,

∫
I

log |f ′| dµ}. Curiously enough Mañé, when referring to Ledrappier’s re-
sult in [27, p. 230], misquotes the inequality in a different way: he claims that
if log |f ′| is µ-integrable, then hµ(f) ≤

∫
I

log |f ′| dµ. Notice that none of these

statements works. Let f be the C1-map defined by

f(x) =

{
x/2 + 32x7 if 0 ≤ x ≤ 1/2,

1/2 + 8(x− 1/2)(1− x) if 1/2 ≤ x ≤ 1

(see Figure 4). Then the orbits of all points from [0, 1/2) tend to 0, while in [1/2, 1]
f is just the resized full parabola g(x) = 4x(1 − x). It is a standard fact that g
admits exactly one acip µ′ ([28, Theorem 1.5, p. 349]). Moreover, the Lebesgue
measure λ is invariant for the tent map T (y) = 1 − |2y − 1| and the conjugacy
ϕ(y) = sin2(πy/2) preserves the measures (see, e.g., [28, pp. 107 and 352]). In
particular hµ′(g) = hλ(T ) = log 2 (the second equality follows for instance from
the Rohlin-Ledrappier formula). Hence, if we define the invariant measure µ by
µ({0}) = 1/2 and µ(A) = µ′(2A − 1)/2 whenever A ⊂ [1/2, 1] is a Borel set (here
2A− 1 = {2x− 1 : x ∈ A}), then we get hµ(f) = log 2/2 (Proposition 3.3(ii)). On
the other hand,

∫
I

log |f ′| dµ = 0 because∫
[0,1/2)

log |f ′| dµ =

∫
{0}

log |f ′| dµ = − log 2/2

and, using the Rohlin-Ledrappier formula,∫
[1/2,1]

log |f ′| dµ =
1

2

∫
I

log |g′| dµ′ = log 2/2.

Proof of Theorem 7.1. For completeness we provide a detailed proof. We follow
closely [27, Section IV.12, pp. 281–285].

To begin with notice that log |f ′| has µ-integral because of the hypotheses on f
and µ. Hence χf is well defined µ-a.e. (apply Theorem 3.4 to u = log |f ′|). Indeed,
if L > 1 is a valid Lipschitz constant for f on each of its intervals of continuity, then
0 ≤ χf ≤ logL µ-a.e, so χf is µ-integrable.

Let (Pm)∞m=1 be a increasing sequence of interval partitions of I such that

all intervals from Pm have the same length, (7)
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Figure 4. The graph of the map f .

and

diamPm → 0 as m→∞. (8)

We denote by Pm the σ-algebra generated by Pm. If x ∈ I, then Pm(x) denotes the
interval from Pm containing x. If g : I → I is a map, then we write

νg,m(x) = Card{P ∈ Pm : g(Pm(x)) ∩ P 6= ∅}
and

νg(x) = lim sup
m→∞

νg,m(x).

Observe that if d is the number of discontinuity points of f and P is an interval
from some partition Pm, then f(P ) intersects at most C = (d+1)(L+2)+d intervals
from Pm (we use (7)). From this

νfn,m(x) ≤ Cn for every x ∈ I and every n,m ≥ 1,

so
log νfn

n
,

log νfn,m
n

≤ logC for every n,m ≥ 1. (9)

Also, notice that if g is differentiable at a point x and [y] denotes the integer part
of a number y, then [|g′(x)|] ≤ νg(x) ≤ [|g′(x)|] + 2 because of (8), which implies

lim
n→∞

log νfn

n
= χf µ-a.e. (10)

Next we claim that

hµ(fn,Pm) ≤
∫
I

log νfn,m dµ for every n,m ≥ 1. (11)

To prove (11) we write g = fn and recall that

hµ(g,Pm) = lim
r→∞

1

r
Hµ

(
r∨
l=0

g−l(Pm)

)

= lim
r→∞

1

r

[
Hµ(Pm) +

r∑
s=1

Hµ

(
g−s(Pm)

∣∣∣∣∣
s−1∨
n=0

g−n(Pm)

)]

= lim
r→∞

1

r

r∑
s=1

Hµ

(
g−s(Pm)

∣∣∣∣∣
s−1∨
n=0

g−n(Pm)

)
;
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we have also used Proposition 3.1(i). Thus, if we define

δs(x) = −
∑

Ps∈g−s(Pm)

µ(Q ∩ Ps)
µ(Q)

log
µ(Q ∩ Ps)
µ(Q)

,

for every s ≥ 1 and x ∈ I, where Q = Q(x) is given by the property that x ∈ Q =
P0 ∩ P1 ∩ · · · ∩ Ps−1 with Pl ∈ g−l(Pm) for every 0 ≤ l < s, then we get

hµ(g,Pm) = lim
r→∞

1

r

∫
I

r∑
s=1

δs dµ.

Moreover, observe that the number of nonzero summands in the definition of δs(x)
does not exceed νg,m(gs−1(x)). Hence

hµ(g,Pm) ≤ lim
r→∞

∫
I

1

r

r∑
s=1

log(νg,m ◦ gs−1) dµ =

∫
I

lim
r→∞

1

r

r∑
s=1

log(νg,m ◦ gs−1) dµ

by (1), (11) and the dominated convergence theorem. Now (11) follows from
Birkhoff’s ergodic theorem.

We have

hµ(f) =
hµ(fn)

n
for every n ≥ 1

by Proposition 3.3(i). Also, because of (8), Proposition 3.3(iv) implies

hµ(fn) = lim
m→∞

hµ(fn,Pm) for every n,m ≥ 1.

Furthermore, using (9) and the dominated convergence theorem we get

lim sup
m→∞

∫
I

log νfn,m
n

dµ ≤
∫
I

lim sup
m→∞

log νfn,m
n

dµ =

∫
I

log νfn

n
dµ.

Hence (11) implies

hµ(f) ≤
∫
I

log νfn

n
dµ for every n ≥ 1.

Since

lim
n→∞

∫
I

log νfn

n
dµ =

∫
I

lim
n→∞

log νfn

n
dµ =

∫
I

χf dµ

by (9) and (10), the lemma follows.

In the next lemmas we adapt the original arguments by Rohlin and Ledrappier
to complete the proof of Theorem D. In doing this, we found [10, Lemma 1.4]
particularly enlightening. Until the end of the proof of Lemma 7.4, the piecewise
Lipschitz map f : I → I and its acip µ will remain fixed.

Lemma 7.2. Let g = log |f ′| − log ρ + log ρ ◦ f , with ρ being the density of the
measure µ. Then g ≥ 0 µ-a.e. Moreover,

∫
I
g dµ ≤ hµ(f).

Remark 7.3. Notice that if we write D = {x : ρ(x) = 0} and C = {y : ρ(f(y)) =
0}, then we have C = f−1(D). Thus

µ(C) = µ(D) =

∫
D

ρ dλ = 0

and g is well defined µ-a.e.
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Proof of Lemma 7.2. Fix ε > 0 and r ∈ N. With the notation of Theorem 3.13,
we consider the partition P = {K1, . . . ,Kr, N}, N = I \

⋃r
j=1Kj . If the number

r is large enough, then λ(f(N)) is very small due to Theorem 3.13(i). Since µ
is absolutely continuous, µ(f(N)) is also very small; in particular, we can assume
µ(f(N)) < ε. Since µ is invariant, the µ-measure of K = f−1(I \ f(N)) is greater
than 1− ε. We show that

g(x) ≥ 0 for µ-a.e x ∈ K (12)

and ∫
K

g dµ ≤ hµ(f). (13)

Since ε is arbitrary, this implies the lemma.
Find partitions (Pm)∞m=1 with the properties

{f(N), I \ f(N)} ≤ Pm for every m ≥ 1, (14)

m−1∨
n=0

f−n(P) ≤ Pm for every m ≥ 1, (15)

and

diamPm → 0 as m→∞, (16)

and define Fm = f−1(Pm) and F =
∨∞
m=1 Fm. We have

hµ(f) ≥ hµ(f,P) = Hµ

(
P

∣∣∣∣∣
∞∨
n=1

f−n(P)

)
= Hµ

(
P

∣∣∣∣∣f−1

( ∞∨
n=0

f−n(P)

))
and also, by Proposition 3.1(iii),

Hµ

(
P

∣∣∣∣∣f−1

( ∞∨
n=0

f−nP

))
= lim
m→∞

Hµ

(
P

∣∣∣∣∣f−1

(
m−1∨
n=0

f−nP

))
and

Hµ(P|F) = lim
m→∞

Hµ(P|Fm).

Further,

Hµ

(
P

∣∣∣∣∣f−1

(
m−1∨
n=0

f−n(P)

))
≥ Hµ(P|Fm).

by Proposition 3.1(ii) and (15). Thus

hµ(f) ≥ Hµ(P|F). (17)

Let

wm =

k∑
i=1

1AiEµ(1Ai |Fm)

for every m and

w =

k∑
i=1

1AiEµ(1Ai |F).

Here we have rewritten P = {A1, A2, . . . , Ak}, thus − logwm = I(P|Fm), − logw =
I(P|F). Recall that 0 ≤ w ≤ 1 µ-a.e. and

Hµ(P|F) =

∫
I

I(P|F) dµ ≥
∫
K

− logw dµ.
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Further, take into account that (I(P|Fm)) converges µ-a.e. to I(P|F) (hence (wm)
converges µ-a.e. to w) as m→∞ by Proposition 3.1(iii). Then, in view of (17), to
get (12) and (13) it suffices to prove

lim
m→∞

wm(x) =
ρ(x)

|f ′(x)|ρ(f(x))
for µ-a.e. x ∈ K.

If x ∈ I, then we denote by A(x) and Pm(x), respectively, the elements from the
partitions P and Pm containing x. Since

wm(x) = Eµ(1A(x)|Fm)(x) =
µ(A(x) ∩ f−1(Pm(f(x))))

µ(f−1(Pm(f(x))))
,

we are left to prove that

lim
m→∞

µ(A(x) ∩ f−1(Pm(f(x))))

µ(f−1(Pm(f(x))))
=

ρ(x)

|f ′(x)|ρ(f(x))
for µ-a.e. x ∈ K. (18)

Property (16) implies that
∨∞
m=1 Pm = B. Therefore we can apply [27, Theo-

rem 5.1, p. 7] to conclude that if the λ-integrable map p is given, then∫
Pm(y)

p dλ

λ(Pm(y))
→ p(y) as m→∞ for λ-a.e. y ∈ I

and hence ∫
Pm(f(x))

p dλ

λ(Pm(f(x)))
→ p(f(x)) as m→∞ for λ-a.e. x ∈ K (19)

(use also Lemma 3.11(i)). If A = Kj for some j, then we can extend f |A to a
C1-diffeomorphism (recall Theorem 3.13(ii)), reason as in the proof of Lemma 3.12,
and get

µ(A ∩ f−1(Pm(f(x)))) =

∫
Pm(f(x))

1f(A) ·
(

ρ

|f ′|
◦ (f |A)−1

)
dλ

for every m and x. Thus we can apply (19) and assume, for λ-a.e. x ∈ K, that if
εj,m(x) is such that

µ(A ∩ f−1(Pm(f(x)))) =

λ(Pm(f(x)))

(
εj,m(x) + 1f(A)(f(x)) ·

(
ρ

|f ′|
◦ (f |A)−1

)
(f(x))

)
, (20)

then (εj,m(x)) tends to zero as m→∞.
We are ready to prove (18). If x ∈ K, then f(x) ∈ I \ f(N), which implies

Pm(f(x)) ⊂ I \ f(N) by (14). Thus f−1(Pm(f(x))) ⊂ I \N =
⋃
j Kj and we can

use (20) to get, for λ-a.e. x ∈ K (hence for µ-a.e. x ∈ K) and the corresponding
j(x) satisfying A(x) = Kj(x),

µ(A(x) ∩ f−1(Pm(f(x)))) = λ(Pm(f(x)))

(
εj(x),m(x) +

ρ(x)

|f ′(x)|

)
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and

µ(f−1(Pm(f(x)))) =

r∑
j=1

µ(Kj ∩ f−1(Pm(f(x))))

= λ(Pm(f(x)))

·

 ∑
{j:f(x)∈f(Kj)}

εj,m(x) + 1f(Kj)(f(x)) ·
(

ρ

|f ′|
◦ (f |Kj )−1

)
(f(x))


= λ(Pm(f(x)))

εm(x) +
∑

{y:f(y)=f(x)}

ρ(y)

|f ′(y)|


= λ(Pm(f(x)))(εm(x) + ρ(f(x))),

with (εm(x))m tending to zero; in the last equality Theorem 3.13(iii) has been used
as well. From this, (18) follows.

Lemma 7.4. We have∫
I

(log |f ′| − log ρ+ log ρ ◦ f) dµ =

∫
I

log |f ′| dµ =

∫
I

Λf dµ.

Moreover, the Lyapunov exponent Λf (x) is nonnegative for µ-a.e. x ∈ I.

Proof. Birkhoff’s ergodic theorem implies the second inequality and also that, to
prove the first one, it suffices to show

g∗(x) = lim
n→∞

log |(fn)′(x)|
n

− log(ρ(x))

n
+

log(ρ(fn(x)))

n
=

lim
n→∞

log |(fn)′(x)|
n

= Λf (x) for µ-a.e. x ∈ I. (21)

Moreover, due to Lemma 7.2, we have that 0 ≤ g∗(x) < ∞ for µ-a.e. x. Thus, if
(21) holds, then Lemma 7.4 follows.

We must prove (21). The set of points at which ρ vanishes has zero µ-measure,
hence (log ρ/n) tends to zero µ-a.e. Since the set of points x such that g∗(x) = ∞
has zero measure, the sequence (log(ρ ◦ fn)/n) converges µ-a.e. Then it suffices to
show that some subsequence of (log(ρ ◦ fn)/n) goes to zero.

Since (log ρ/n) tends to zero µ-a.e., it also tends to zero in measure. This means
that, for every fixed ε > 0, we have

lim
n→∞

µ({| log ρ|/n > ε}) = 0,

(where {| log ρ|/n > ε} denotes the set of points y satisfying | log ρ(y)|/n > ε). Since
µ is invariant and

{| log(ρ ◦ fn)| > nε} = f−n({| log ρ| > nε}),
we have

µ({| log(ρ ◦ fn)| > nε}) = µ({| log ρ| > nε}).
Then

lim
n→∞

µx({| log(ρ ◦ fn)|/n > ε}) = 0.

Hence (log(ρ ◦ fn)/n) also converges to zero in measure, which is well known to
imply the existence of a subsequence (log |(fns)′|/ns) converging µ-a.e. to zero as
we desired to prove.
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Proof of Theorem D. It follows immediately from Theorem 7.1 and Lemmas 7.2 and
7.4.

8. Proof of Theorem E. This statement is a relatively straightforward conse-
quence of a number of deep but well-known facts. Below we say that a compact
interval K ⊂ I is totally transitive if there is a positive integer r (the period of
K) such that fr(K) = K, the intervals f i(K), 0 ≤ i < r, have pairwise disjoint
interiors, and every map fmr, m ≥ 1, has a dense orbit in K.

Let P be the set of periodic points of f . As it is proved in [25, Theorem 2(i)], there
are finitely many Cantor sets {Cj} and totally transitive intervals {Jk} with the
property that the set of limit points of (fn(x)) is contained in A = P ∪

⋃
j Cj∪

⋃
k Jk

for λ-a.e. x ∈ I and hence, because µ is absolutely continuous, for µ-a.e. x ∈ I.
Since µ is invariant, the set of recurrent points has full µ-measure. Then µ(A) = 1.

Observe that if Pr is the set of fixed points of fr and p ∈ Pr, then p cannot be
sensitive unless it is a one-sided or two-sided isolated point of Pr. In particular,
the subset of sensitive points of P is countable so µ(S(f) ∩ P ) = 0. Next, in
[34, Theorem E(1)] it is demonstrated that the Cantor sets Cj have zero Lebesgue
measure, from which µ(Cj) = 0 for every j. Since

0 < µ(S(f)) = µ(S(f) ∩A) = µ(S(f) ∩
⋃
k

Jk) ≤ µ(
⋃
k

Jk),

we get µ(J) > 0 for some interval J = Jk0 . Finally [25, Theorem 2(iv)] guarantees
that if r is the period of the interval J and g = fr|J , then g is ergodic (which
means that if a Borel set B ⊂ J satisfies g−1(B) = B, then either λ(B) = 0 or
λ(B) = λ(J)).

Suppose hµ(f) = 0. Then µ(gn(B)) = µ(B) for every n ∈ Z and every Borel
set B ⊂ J (Proposition 3.3(iii)). Therefore µ and λ are equivalent in J . Indeed, if
µ(B) = 0 but λ(B) > 0, and we consider C =

⋃
n,m≥0 g

−m(gn(B)), then g−1(C) =

C. Hence λ(C) = λ(J), that is, λ(J \ C) = 0, by the ergodicity of g. Since on the
other hand µ(C) = 0 and µ(J) > 0, this contradicts the absolute continuity of µ.

Since J is totally transitive g cannot be monotone, so there are pairwise disjoint
intervals U and V such that g(U) = g(V ) = W . Now

µ(U) = µ(g(U)) = µ(W ) = µ(g−1(W )) ≥ µ(U) + µ(V ) > µ(U)

(the last inequality follows from the equivalence of µ and λ in J). We have arrived
at a contradiction.

9. Appendix. This last section of the paper includes precise formulations and
proofs of a number of facts stated in the introductory sections.

Proposition 9.1. There is a continuous map f : I → I such that S(f) = I and it
does not have full sensitivity to initial conditions.

Proof. Just take a map having full sensitivity for which the endpoints of the interval
are fixed points (say, for instance, the piecewise affine map consisting of three pieces
of constant slopes 3, −3 and 3) and copy its graph in each of the squares [(n +
4)/(2n + 4), (n + 3)/(2n + 2)] × [(n + 4)/(2n + 4), (n + 3)/(2n + 2)], n ≥ 1, and
[0, 1/2]× [0, 1/2]. See Figure 5.

Proposition 9.2. There is a piecewise affine map f : I → I having full, but no
strong, sensitivity to initial conditions.
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Figure 5. For this map all points are sensitive but it does not
have full sensitivity to initial conditions.

Proof. Fix an irrational number 0 < θ < 1 and consider the map f defined by
f(x) = frac(x+ θ), where frac(y) denotes the fractional part of y.

Proposition 9.3. If f : I → I is piecewise monotone and S(f) = I, then f has
full sensitivity to initial conditions.

Proof. We claim that f has no homtervals. The reason is the following. For such
an interval J , we have that either λ(fn(J)) → 0 as n → ∞ (which leads to a
contradiction for no interior point of J is sensitive), or there are some r and s
such that K =

⋃∞
m=0 f

rm+s(J) is an interval which is mapped continuously and
non-decreasingly into itself by f2r. Since K can then contain at most a countable
number of sensitive points (for they must be one-sided or two-sided isolated fixed
points of f2r), we get again a contradiction.

Since f has no homtervals, if the points 0 = a0 < a1 < · · · < ak = 1 are such that
f |(ai−1,ai) is continuous and strictly monotone for every i and the open interval J is
given, then there are some n and j such that fn|J is one-to-one continuous and aj ∈
fn(J). Say ai ∈ Sδi(f), 0 ≤ i ≤ k. Then Sδ(f) = I, with δ = min{δ0, δ1, . . . , δk}/2.

Proposition 9.4. If f : I → I is continuous and has full sensitivity to initial
conditions, then it also has strong sensitivity to initial conditions.

Proof. The statement is an immediate consequence of the following well-known
facts: (a) if J ⊂ Sδ(f) for some interval J and some δ > 0, then the closure
of
⋃∞
n=0 f

n(J) contains some totally transitive interval (reason as in the proof of
[33, Proposition 2.2.5, p. 22] and use [33, Proposition 2.1.17, p. 15]); (b) since
two totally transitive intervals have pairwise disjoint interiors (due to [33, Propo-
sition 2.1.10, p. 12]), if f has full sensitivity, then it cannot have infinitely many
totally transitive intervals; (c) for every totally transitive interval K there is a num-
ber δ such that if J is a subinterval of K, then λ(fn(J)) > δ for every number n
large enough [33, Proposition 2.1.10, p. 12].

Proposition 9.5. There is a quadratic map f : I → I such that λ-a.e point is
asymptotically periodic and hµ(f) > 0 for some invariant measure µ.
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Figure 6. A map f such that all but countably many points of
I have Lyapunov exponent 2 and all orbits converge to 1.

Proof. Let f(x) = βx(1− x), β = 3.83187 . . .. For this map 1/2 is a periodic point
of period three and hence, according to [16], its orbit attracts that of λ-a.e point of
I. On the other hand, f has positive topological entropy ([29]) and hence, by the
variational principle [14], admits an invariant measure µ for which hµ(f) > 0.

Proposition 9.6. There is a continuous map f : I → I such that all orbits converge
to the same fixed point and λ(L+(f)) = 1.

Proof. Let f consist of countably many affine pieces of constant slope ±2 plus the
fixed point 1 so that f(x) > x for every x ∈ [0, 1). For this function all but countably
many points of I have Lyapunov exponent 2; nonetheless, all orbits converge to the
fixed point 1. See Figure 6.

Proposition 9.7. There is a continuous map f : I → I such that all orbits converge
to fixed points and λ(S(f)) = 1.

Proof. This map was constructed in [5].

Proposition 9.8. There is a polynomial map f : I → I with a non-atomic invariant
measure µ such that µ(Sµδ (f)) = 1 for some δ > 0, it has strong sensitivity to initial
conditions (with respect to λ) and hµ(f) = 0.

Proof. In [9, Theorem 3] a polynomial map f : I → I having strong sensitivity
to initial conditions is constructed with an invariant Cantor ser K that is a wild
attractor for f and supports a weakly mixing invariant measure µ. The first implies
hµ(f) = 0 [25, Theorem 4(ii)]; the second means that there is a set N of density
zero in N with the property that if A,B are Borel sets, then limN 63n→∞ µ(f−n(A)∩
B) = µ(A)µ(B) [35, Theorem 1.22, p. 405] (so, in particular, µ is non-atomic).
Take δ < 2λ(convK). Let x ∈ K and let B an arbitrary neighbourhood of x.
Fix an accumulation point y ∈ K of the sequence (fn(x))n∈N\N and find a small
neighbourhood A of one of the endpoints of convK so that dist(y,A) > δ. Since
µ(f−n(A) ∩ B) > 0 if n ∈ N is large enough, we conclude that x ∈ Sµδ (f). Hence
Sµδ (f) ⊃ K.
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Proposition 9.9. There is a quadratic map f : I → I having strong sensitivity to
initial conditions and such that λ(L+(f)) = 0.

Proof. According to [21, Theorem 3], if a quadratic map does not admit an acip,
then the set of points with positive Lyapunov exponent has zero Lebesgue measure.
An example of such a map (having strong sensitivity to initial conditions) was first
given in [18].

Proposition 9.10. There is a piecewise affine map f : I → I for which λ is an
invariant measure and such that hλ(f) = 0, L+(f) = ∅.

Proof. Use the map from Proposition 9.2.
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[26] R. Mañé, Hyperbolicity, sinks and measure in one-dimensional dynamics, Comm. Math.
Phys., 100 (1985), 495–524, Erratum in Comm. Math. Phys., 112 (1987), 721–724.
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